
NeuroImage 92 (2014) 237–247

Contents lists available at ScienceDirect

NeuroImage

j ourna l homepage: www.e lsev ie r .com/ locate /yn img
Brain lateralization of holistic versus analytic processing of emotional
facial expressions
Manuel G. Calvo ⁎, David Beltrán
University of La Laguna, Tenerife, Spain
⁎ Corresponding author at: Department of Cognitive
Laguna, 38205 Tenerife, Spain. Fax: +34 922 317 461.

E-mail addresses: mgcalvo@ull.es (M.G. Calvo), dbeltr

1053-8119/$ – see front matter © 2014 Elsevier Inc. All ri
http://dx.doi.org/10.1016/j.neuroimage.2014.01.048
a b s t r a c t
a r t i c l e i n f o
Article history:
Accepted 24 January 2014
Available online 2 February 2014

Keywords:
ERP
Facial expression
Recognition
Holistic processing
Visual saliency
Lateralization
This study investigated the neurocognitive mechanisms underlying the role of the eye and the mouth regions
in the recognition of facial happiness, anger, and surprise. To this end, face stimuli were shown in three
formats (whole face, upper half visible, and lower half visible) and behavioral categorization, computational
modeling, and ERP (event-related potentials) measures were combined. N170 (150–180 ms post-stimulus;
right hemisphere) and EPN (early posterior negativity; 200–300 ms; mainly, right hemisphere) were modulated
by expression ofwhole faces, but not by separate halves. This suggests that expression encoding (N170) and emo-
tional assessment (EPN) require holistic processing,mainly in the right hemisphere. In contrast, themouth region
of happy faces enhanced left temporo-occipital activity (150–180 ms), and also the LPC (late positive complex;
centro-parietal) activity (350–450ms) earlier than the angry eyes (450–600ms) or other face regions. Relatedly,
computational modeling revealed that the mouth region of happy faces was also visually salient by 150 ms
following stimulus onset. This suggests that analytical or part-based processing of the salient smile occurs
early (150–180 ms) and lateralized (left), and is subsequently used as a shortcut to identify the expression of
happiness (350–450 ms). This would account for the happy face advantage in behavioral recognition tasks
when the smile is visible.

© 2014 Elsevier Inc. All rights reserved.
Introduction

Facial expressions reflect emotions and intentions, motives and
needs. Adaptive social behavior thus depends on expressers and
observers conveying and interpreting such non-verbal information
quickly and accurately. The human face contains two primary sources
of expressive information, i.e., the eye and the mouth regions. Prior
studies using behavioral and modeling measures have shown the rela-
tive weight of the eyes and the mouth in expression recognition for
the different basic categories of facial affect (see Blais et al., 2012).
While there is some agreement that angry and fearful expressions are
mainly dependent on changes in the eye region, that disgust relies
more on the mouth region, and that sadness and surprise may be simi-
larly recognizable from both regions, different paradigms have shown
the critical contribution of the smilingmouth to the recognition of facial
happiness (Calder et al., 2000; Calvo et al., 2014; Nusseck et al., 2008;
Smith et al., 2005; Wang et al., 2011).

The special informative or diagnostic value of the smile can be attrib-
uted to its uniqueness as a distinctive facial feature. That is, the smiling
mouth is systematically associated with facial happiness, whereas fea-
tures in the other expressions overlap to some extent across categories
(Calvo andMarrero, 2009; Kohler et al., 2004). Being a single diagnostic
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feature, the smile has been proposed to be used by observers as a short-
cut for a quick and accurate categorization of a face as happy (Adolphs,
2002; Leppänen and Hietanen, 2007). The distinctiveness of the smile
would thus account for the typical recognition advantage of happy ex-
pressions (e.g., Calvo and Lundqvist, 2008; Palermo and Coltheart,
2004; Tottenham et al., 2009; see Nelson and Russell, 2013). In the cur-
rent study, we investigated the neurocognitive basis of the special diag-
nostic role of the smile relative to other expressive sources, and how
this is relevant to examine the mechanisms of holistic versus analytic
encoding and brain lateralization in facial expression processing.

ERP research on the role of expressive sources in a face

Numerous studies using EEG measures have investigated the pro-
cesses and time course of facial expression processing. Emotional ex-
pression modulates a wide range of ERP (event-related potentials)
components, from earlier to later stages: (a) P1 (100 to 130-ms
peak latency from stimulus onset; occipital brain scalp sites) or N1
(100–150 ms; widely distributed over the entire scalp; e.g., Luo et al.,
2010; Pourtois et al., 2005); (b) N170 (150–200 ms; lateral occipital
and infero-temporal; e.g., Batty and Taylor, 2003; Williams et al., 2006)
and VPP or vertex positive potential (150–200 ms; central midline
sites; e.g., Smith et al., 2013; Willis et al., 2010); (c) P2 (150–275 ms;
frontal and central sites; e.g., Calvo et al., 2013b; Paulmann and Pell,
2009), N2 (200–350 ms; central; e.g., Ashley et al., 2004; Williams
et al., 2006), and EPN or early posterior negativity (200–350 ms;
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temporo-occipital; e.g., Rellecke et al., 2011; Schupp et al., 2004); and
(d) P3 and LPP or late positive potential (350–700 ms; widespread
over fronto-central-parietal areas; e.g., Frühholz et al., 2009; Leppänen
et al., 2007).

Nevertheless, prior ERP research on emotional facial expressions has
typically used onlywhole-face stimuli, rather than presenting the eye or
the mouth regions separately.1 Therefore, the relative diagnostic value
of these expressive sources could not be established. Leppänen et al.
(2008) used an approach aimed to determine the role of specific expres-
sive sources in a face (see alsoMeletti et al., 2012;Weymar et al., 2011).2

Leppänen et al. (2008) compared fearful and neutral expressions under
different display conditions: whole faces (with the eyes visible), faces
with eyes covered, faces with eyes and eyebrows covered, isolated
eyes and eyebrows, and isolated eyes. Results showed a negative shift
in ERPs for fearful relative to neutral expressions over occipital–
temporal scalp sites starting at the latency of the N170 (160–210 ms
post-stimulus), and also later over lateral–temporal electrode sites
(210–260 ms; EPN). Such effects were observed not only for whole
faces but also when both the eyes and eyebrows were shown in
isolation; in contrast, the effects were abolished when isolated eyes
were presented or when the eyes and eyebrows were covered. This
reveals that the eye region (with the eyebrows) is critical for the rapid
ERP differentiation between fearful and neutral faces.

We aim to extend this approach to other expressions and also to the
mouth region. To this end, we used happy, angry, and surprised faces, in
addition to neutral faces, each with three formats (whole face, eye re-
gion visible, ormouth region visible). Regarding the expressions, our se-
lection was based on the results of prior behavioral research in which
the eye andmouth regionsweremanipulated to examine their informa-
tive value (see above): For happy faces, the mouth is highly diagnostic;
for angry faces, the eyes are more diagnostic than the mouth; and for
surprised faces, both the eyes and the mouth are similarly (but not
highly) diagnostic. Regarding the stimulus format, and given that
the isolated eyes or mouth (with no surrounding facial context) loose
informative weight (see Leppänen et al., 2008), we presented them
within the face top or bottom halves, respectively (see Calder et al.,
2000). The other half of the face (bottom or top) was scrambled, rather
than simply being removed, to keep the perceptual shape of a face and
equivalent low-level properties. In an expression categorization task,
participants had to identify the emotional expression conveyed by
each face stimulus.

This paradigm allowed us to determine the role of the eye and the
mouth region in expression recognition, as well as the underlying neu-
rophysiological processes and their time course. Following the rationale
of the behavioral studies, we hypothesize that, if the mouth region of
happy faces (or the eye region of angry faces) is diagnostic, it can be
used as a cue to access the holistic template and build a cognitive repre-
sentation of the whole facial expression (see Rossion, 2013). This im-
plies that happy and angry faces will be explicitly categorized more
accurately and faster when the mouth or the eye region, respectively,
are visible—even in the absence of the whole face—relative to the
1 In numerous ERP studies using neutral faces, whole face stimuli have been compared
with half-face (e.g., Jacques and Rossion, 2009, 2010) or isolated facial regions (e.g., Bentin
et al., 1996). Nevertheless, emotional expressionwas notmanipulated and expression rec-
ognition was not assessed, but rather face identification or identity matching, or detection
of task-irrelevant stimulus aspects. In the current study, we aimed to extend thewhole vs.
part or region comparison approach to faceswith emotional expressions and to expression
recognition processes.

2 Weymar et al. (2011) used schematic instead of real faces, and a visual search instead
of an expression recognition task. Generalizations across the two types of stimuli and tasks
may, however, not be warranted (see Becker et al., 2011; Horstmann et al., 2012). Meletti
et al.(2012) used an expression recognition task and compared whole faces with isolated
eye or mouth regions of happy, fearful, and neutral real faces. Intracranial ERPs recorded
from depth electrodes in the amygdala (of four epileptic patients) showed increased am-
plitudes in response to the eye regions of both happy and, especially, fearful, compared to
whole faces and to the mouth region. This suggests a special role of the amygdala in the
processing of emotional signals conveyed by expressive eyes.
other combinations of regions and expressions. To assess the processes
involved, we recorded EEG activity for 800ms following the face stimu-
lus onset, and ERP components were examined from the early P1 to
the late LPP. This provided us with information about when and how
brain processes are sensitive to each major expressive source in a
face. The N170 and the EPN components are particularly related to the
processing of facial expression (N170; for a review, see Rellecke et al.,
2013) and emotional content (EPN; for a review, see Hajcak et al.,
2012). Accordingly, if diagnostic sources (e.g., the happy smile or the
angry eyes) are used to encode the expression or to extract emotional
significance, they will enhance N170 or EPN activity.

Holistic vs. analytic processing and lateralization

The current approach is also relevant to the issues of holistic (or
configural or relational) versus part-based (or analytic or featural) pro-
cessing and hemispheric lateralization, as applied to facial expression
and emotional content. Holistic versus part-based perception refer to
the integration versus isolated encoding of facial features or regions
(e.g., the eyes and the mouth) in a face (e.g., Calder et al., 2000; Richler
et al., 2012; Rossion, 2013). Holistic processing is thought to be prefer-
entially executed by the right hemisphere, whereas the left hemisphere
is regarded as more involved in part-based processing (see Ramon and
Rossion, 2012). With fMRI measures, Maurer et al. (2007) observed
that the areas that showed greater activity for featural changes in the
face (shape or size of the eyes or mouth) were mostly located in the
left prefrontal areas, whereas areas of the right fusiform gyrus and the
right frontal cortex showed more activity for configural changes (rela-
tive location or distance of the eyes and mouth) (see also Lobmaier
et al., 2008). Consistently, with EEG measures, Scott and Nelson (2006)
found that the right-hemisphere N170 was greater for configural rela-
tive to featural changes, whereas the left-hemisphere N170 exhibited
the opposite pattern. In the same vein, TMS (transcraneal magnetic
stimulation) research has shown that the right inferior frontal cortex is
causally involved in configural processing, whereas the left middle fron-
tal gyrus is involved in featural analysis (Renzi et al., 2013).

The prior studies on holistic versus analytic processing and laterali-
zation have used face stimuli devoid of emotional expression (i.e., neu-
tral faces), and have measured recognition or matching of face identity.
In the current study,we extend thiswork to the recognition of emotional
expressions. We hypothesize that, if the mouth or the eye regions alone
can drive analytic encoding of the facial expression or its emotional
content, ERP modulations of the corresponding processes (e.g., N170
and EPN, respectively) will occur when the mouth region of happy
faces, or the eye region of angry faces, are presented separately. Such
face part-based ERP modulations will, nevertheless, occur earlier for
the happy mouth than for the angry eyes. This would be due to the
greater saliency and distinctiveness of the former than the latter region
(e.g., Calvo et al., 2014). In contrast, if expression or emotional
processing requires holistic encoding, ERP modulations will occur only
when the whole face is shown. Furthermore, to the extent that the
part-based analysis and the holistic encoding of the diagnostic regions
are lateralized, this will be reflected in an enhanced neural activity in
the left or the right hemisphere, respectively.

In sum, we used a part-whole paradigm to determine the role of
configural processing of emotional facial expressions. The part- (or iso-
lated region) versus whole-face comparisons will provide the relevant
evidence. The whole-face condition allows for perceptual integration of
all regions at the same time, and thus holistic processing is possible. In
contrast, in the part-face conditions, only single expressive sources are
available, thus allowing for analytical but preventing on-line holistic
processing. For behavioral measures, higher expression categorization
accuracy and faster correct responses for thewhole than for the part con-
dition would reveal holistic encoding, whereas equivalent (or higher)
performance for the part conditions would be indicative of dependence
on analytical encoding. For ERP measures, expression modulation of a



239M.G. Calvo, D. Beltrán / NeuroImage 92 (2014) 237–247
given electrophysiological component only by whole-face stimuli would
reveal holistic encoding, whereasmodulation by part-face stimuli would
reflect analytical encoding. Specifically, the N170 activity (at right
temporo-occipital sites) is a neural signature of the structural processing
of “faceness” (i.e., the configuration of a face as a face; Bentin et al., 1996;
Rossion and Jacques, 2012). The modulation of this component in the
right hemisphere bywhole-face expressions would thus indicate holistic
encoding, whereas modulation in the left hemisphere by face regions
would indicate analytical encoding.

Method

Participants

Twenty-two psychology undergraduates (15 females; all between
18 and 25 years of age) gave informed consent, and received either
course credit or were paid (7 Euro per hour) for their participation. All
were right-handed and reported normal or corrected-to-normal vision
and no neurological or neuropsychological disorder. Four additional
subjects were excluded because of excessive eye-movements.

Stimuli

We selected 80 digitized color photographs from the KDEF
(Lundqvist et al., 1998) stimulus set. The experimental face stimuli
portrayed 20 individuals (10 females: KDEF no. 01, 07, 09, 11, 14, 19,
20, 26, 29, and 31; and 10 males: KDEF no. 05, 10, 11, 12, 13, 22, 23,
25, 29, and 31), each posing four expressions (neutral, happiness,
anger, and surprise). Nonfacial areas (e.g., hair, etc.) were removed by
applying an ellipsoidal mask. The faces were presented against a black
background. Each face stimuluswas11.5 cmhigh by 8.5 cmwide, equal-
ling a visual angle of 9.40° (vertical) × 6.95° (horizontal) at 70-cm
viewing distance. In addition to a condition in which the original KDEF
facewas presented as awhole, we generated twomore stimulus format
conditions in which only the upper half or only the lower half of each
face was visible, while the other (bottom or top, respectively) half was
scrambled pixel-by-pixel, and therefore masked (for an illustration,
see Fig. 1). These two conditionswere included to determine the contri-
bution of the eye region or themouth region, relative to the whole face.
An average scrambledmaskwas used, so that all the faces were compa-
rable in the covered half while their visible half remained different.

Assessment of low-level image statistics

The face image physical attributes such as luminance, RMS or root
mean square contrast, skewness, SNR or signal-to-noise ratio, and
Fig. 1. Stimulus format example. Sample of face stimuli of each stimulus format condition.Note. Th
areas of which visual saliency was computed relative to the whole image. For copyright reason
energy were assessed with Matlab 7.0 (The Mathworks, Natick, MA).
Each of thesemeasureswas analyzed bymeans of a 4 (facial Expression:
angry, surprised, happy, and neutral) × 3 (face Format: whole face vs.
upper vs. lower half) ANOVA. A main effect of format emerged for
all the dependent variables (all Fs≥ 14, ps≤ .0001), with significant dif-
ferences for all the comparisons across format conditions. However, im-
portantly for the aims of this study, no significant differences appeared
between expression categories (all Fs ≤ 1.91, ps ≥ .13), and there was
no expression by format interaction (all Fs b 1.76, ps ≥ .11).

Apparatus and procedure

The stimuli were presented on a 24″monitor. Stimulus presentation
and response collection were controlled by means of Presentation soft-
ware (version 15.1, Neurobehavioral Systems, Inc.). On each trial, after
a 500-ms central fixation cross, a face was displayed for 150 ms in the
centre of the screen, followed by a black screen for 650 ms, and then a
probeword. In an expression categorization task, participants responded
whether or not the word represented the expression conveyed by the
face, by pressing one of two keys (labeled as “Yes” or “No”). Response
latencies were time-locked to the presentation of the probe word.
There was a 2-s intertrial interval. Participants were told to look at
the centre of the screen and to blink only during the interval. A short,
150-ms stimulus display was used to avoid eye movements. A 150-ms
display has otherwise proved to allow for an average 87% recognition
accuracy of similar face stimuli in expression categorization tasks
(Calvo et al., 2014).

Following 24 practice trials, each participant was presented with 40
experimental trials of each of the four expressions and each of the three
stimulus formats (i.e., whole face, upper half visible, and lower half
visible), in six blocks. Each stimulus was presented twice to each par-
ticipant. Each block consisted of a total of 80 trials, with 20 different
faces of each expression in one or another of the three formats. The
probe words (happy, angry, surprised, and neutral) represented the
actually displayed facial expression on 50% of trials (once for each dif-
ferent stimulus), and a different expression on the other 50%. Within
each block, trial order was randomly established for each participant.
Recognition performance measures of accuracy and correct response
reaction times were collected.

Assessment of visual saliency

According to computational models, visual saliency determines
shifts of attention, especially at early stages (see Borji and Itti, 2013).
As we investigated the role of the eye and the mouth regions in
the early neurocognitive processes of expression recognition, it was
e dotted-line boxes (theywere not visible in the stimuli) represent the eye and themouth
s, a different face stimulus is shown in the figure, instead of the original KDEF pictures.
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important to examine the visual saliency of the respective image areas.
To address this issue, we modeled the saliency of the face region sur-
rounding the eyes (subtending an area of 241 pixels wide by 112 pixels
high; see Fig. 1) and the region surrounding the mouth (subtending
209 pixels wide by 112 pixels high; see Fig. 1), by means of the iLab
Neuromorphic Vision C++ Toolkit (iNVT; http://ilab.usc.edu/toolkit/)
algorithm (e.g., Itti and Koch, 2000). The resulting saliency maps repre-
sent the visual conspicuity of an image as a function of a combination
of contrast, color, and spatial orientation.

We first computed the mean saliency values for the eye and the
mouth regions relative to the whole face image.3 Second, we computed
the saliency dynamics of each region over time, given that the saliency
weights for each image region are updated after each attentional
shift.4 To this end, the following saliency time course indiceswere calcu-
lated for the eyes and themouth: (a) the probability that the eyes or the
mouth were the very first salient region of the whole image, (b) the
probability that the first saliency outburst of a region occurred during
the first 150 ms (as this was the face stimulus display duration),
(c) the saliency onset (i.e., the time at which a region became salient
first over the rest of the image), and (d) the sequence in which the
first saliency outburst occurred for each region. The saliency data that
were computationally modelled represent the available information
for an ideal observer of the face stimuli, rather than actual data obtained
from the participants in the current study.

EEG recording

EEG and EOG signals were recorded using Ag/AgCl electrodes
mounted in elastic Quick-caps (Neuromedical Supplies, Compumedics
Inc., Charlotte). EOG signal was measured from two bipolar channels:
One was formed by two electrodes placed at the outer canthus of each
eye; another, by two electrodes below and above the left eye. EEG signal
was recorded from 60 electrodes arranged according to the standard
10–20 system. All EEG electrodes were referenced on-line to an elec-
trode at vertex, and recomputed off-line against the average reference.
EEG and EOG signals were amplified at 500 Hz sampling rate using
Synamp2 amplifier (Neuroscan, Compumedics Inc., Charlotte), with
high- and low-pass filter set at 0.05 and 100 Hz, respectively. EEG elec-
trode impedance was kept below 5 kΩ.

EEG data pre-processing was conducted using Edit 4.5 (Neuroscan,
Compumedics Inc., Charlotte). The following transforms were applied
to each participant's dataset. Data were initially down-sampled
to 250 Hz and low-pass filtered at 30 Hz. EEG segments were then
extracted with an interval of 200 ms preceding and 800 ms following
the face onset. On these segments, artifact rejection was performed
in two steps. First, trials containing activity exceeding a threshold
of ±70 μV at vertical and horizontal EOG and EEG channels were
automatically detected and rejected. Second, non-automatically rejected
artifacts were manually removed, including trials with saccades identi-
fied over the horizontal EOG channel. For the computation of ERPs,
artifact-free segments were averaged separately for each of the 12 ex-
perimental conditions. A total of 10.7% of trials were excluded because
of artifacts (mainly, eye blinks, drifts, and saccades). Baseline correction
of averaged data was carried out using the 200-ms period preceding
face onset.
3 To compute themean saliency values of each predefined face region (eyes, mouth), we
followed two steps. First, the iNVT command “ezvision --just-initial-saliency-map --in =
frame000000.png”was used to generate and save the image saliencymap before any shift
of attention. Thiswas supplementedwith the command “--retina-mask= bfilenameN” to
remove the outer, non-face area beyond the face contour. Second, the function
“pfmreadmatlab.m” was used to load the iNVT generated PFM saliency map into Matlab
and do the region analysis.

4 To compute the saliency time course indices for each region, we used the iNVT
command “ezvision --top5 --in = frame000000.png”, which estimated the most salient
spatial points in the image at each of five subsequent time points. In addition, the
command “--retina-mask = bfilenameN” served to remove the non-face area beyond
the face contour.
ERP components

We identified several well-known components in the processing of
facial expressions and other emotional pictures (see Hajcak et al.,
2012). Within the first 300 ms, the anterior N1 (peaking at approxi-
mately 110 ms following the face stimulus onset), the VPP (peaking at
≈160 ms), and the N2 (peaking at ≈230 ms) were located at frontal
and central sites of the scalp; and the P1 (peaking at ≈115 ms),
the N170 (peaking at ≈160 ms), and the posterior P2 (peaking at
≈230 ms), at temporal and occipital sites. Later on, the LPC complex
was identified at central and parietal sites, with one positive peak at
≈370 ms and another at ≈540 ms reflecting the activity of the P3b
and the LPP components, respectively. In addition, and following the
literature on ERPs in emotional picture and face processing,we analyzed
EPN modulations (e.g., Schupp et al., 2004; see Hajcak et al., 2012). The
EPN is a negative difference in processing emotional relative to neutral
stimuli at temporo-occipital sites, which tends to overlap with the pos-
terior P2. We therefore examined the differences occurring around the
P2 peak as representative of an EPNmodulation. Three of these compo-
nents (N170, EPN, and LPC) are central for the aims of the current study.
We used faces, which could convey emotional meaning or not, and
they had to be explicitly judged as a function of expression. The N170,
EPN, and LPC were thus aimed at assessing sensitivity to faceness, emo-
tionality, and categorization, respectively.

The ERP values used for data analysis were computed as follows. Ini-
tially, three different clusters of scalp sites were formed: fronto-central
(electrodes: F1, Fz, F2, FC1, FCz, FC2), centro-parietal (C1, Cz, C2, CP1,
CPz, CP2), and occipito-temporal (left: TP7, P7, PO7; and right: TP8, P8,
PO8). The lateralization of the occipito-temporal cluster allows us to
examine hemispheric differences in relation to configural versus featural
processing. Next, themean amplitude value of each ERP componentwas
calculated for each participant, expression, and format as the average
of the selected time window. The mean activity in the fronto-central
cluster was calculated for the interval between 100 and 140 ms post
stimulus to evaluate the N1, between 150 and 180 ms for the VPP, and
between 200 and 320 ms for the N2. The activity in the occipito-
temporal cluster was calculated between 100 and 140ms for the P1, be-
tween 150 and 180 for the N170, and between 200 and 320 for the EPN.
The activity at centro-parietal sites of the LPCwas decomposed into two
stages: Between 350 and 450 ms for P3b, and between 450 and 600 ms
for LPP. In support of this two-stage segmentation, there is evidence that
the long-lasting LPC in response to emotional stimuli involves at least
two sub-components (Foti et al., 2009). This allowed us to estimate
time course differences as a function of expression (for a similar ap-
proach, see Holmes et al., 2009).
Results

Analysis of visual saliency

Themean visual saliency of the eyes and the mouth, the probabil-
ity that each region was the first salient region, and the probability
that the first saliency outburst occurred during the first 150 ms post
stimulus onset, were analyzed by means of 4 (Expression: happy,
angry, surprised, neutral) × 2 (Region: eye vs. mouth) ANOVAs, sep-
arately for each type of face format (whole face, upper face visible
with lower half masked, and upper face masked with lower half vis-
ible). To decompose the interactions, separate one-way (Expression)
ANOVAs were conducted for each region, followed by Bonferroni-
corrected (alpha level, p b .05) multiple post hoc comparisons (see
the mean scores and contrasts in Table 1). The statistical analyses
were performed on the output of the saliency model (see above; un-
like the analyses of the behavioral and the electrophysiological data,
which were conducted on the actual categorization and ERP partici-
pants' responses).

http://ilab.usc.edu/toolkit/)


Table 1
Mean visual saliency values of the eye and themouth regions, and saliency time course, for
each facial expression and face format.

Face format and saliency indices for each
region

Type of expression

Happy Angry Surprised Neutral

Whole face: saliency of eye region
Mean saliency 3.81b 7.25a 6.18a 7.45a
Saliency within ≤150 ms (%) 0 25 25 10
Saliency onset (in ms) 463 360 324 424

Whole face: saliency of mouth region
Mean saliency 13.42a 5.88b 4.37b 3.77b
Saliency within ≤150 ms (%) 100a 25b 20b 5b
Saliency onset (in ms) 91a 318b 359b 385b

Eyes masked: saliency of mouth region
Mean saliency 13.62a 6.93b 8.40b 7.25b
Saliency within ≤150 ms (%) 100a 20b 40b 20b
Saliency onset (in ms) 84a 216b 253b 296b

Mouth masked: saliency of eye region
Mean saliency 5.78 7.55 5.07 6.21
Saliency within ≤150 ms (%) 10 30 35 15
Saliency onset (in ms) 528 337 336 393

Note. Mean scores with a different letter (horizontally, for type of expression) are
significantly different; means sharing a letter, or no letter, are equivalent.
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Whole-face format: (1) Mean saliency
The ANOVA yielded an expression by region interaction, F(3, 76) =

23.56, p b .0001, ηp
2 = .482. For the eye region, F(3, 76) = 3.79, p =

.014, ηp
2 = .130, the eyes of happy faces were less salient than those of

all the other faces,which did not differ fromeach other (unless otherwise
indicated). For the mouth region, F(3, 76) = 31.64, p b .0001, ηp2 =.555,
themouth of happy faceswasmore salient than that of all the other faces.
Whole-face: (2) Saliency time course
Anexpression by region interaction emerged for the probability of the

first saliency outburst, F(3, 76) = 20.87, p b .0001, ηp
2 = .452, and the

probability that it occurred during the first 150 ms, F(3, 76) = 22.72,
p b .0001, ηp

2 = .473. The mouth region of happy faces was more likely
to be salient first, relative to the mouth of the other expressions,
F(3, 76) = 37.25, p b .0001, ηp

2 = .595, and during the first 150 ms,
F(3, 76) = 34.79, p b .0001, ηp2 = .579. Also, the average saliency onset,
F(3, 72)= 10.39, p b .0001, ηp2 = .302, and the order of the first saliency
outburst, F(3, 72) = 14.65, p b .0001, ηp2 = .379, occurred earlier for the
happy mouth. For the eye region, there was a nonsignificant opposite
trend.
Table 2
Mean probability of response accuracy (%) and reaction times (ms) of correct responses
Eye region masked with lower face half visible: (1) Mean visual saliency
The ANOVA yielded an expression by region interaction, F(3, 76) =

19.03, p b .0001, ηp
2 = .429. The separate ANOVA for the mouth region,

F(3, 76)= 10.44, p b .0001, ηp
2 = .292, revealed that it wasmore salient

for happy faces than for all the other expressions.

for each facial expression and face format, in the expression categorization task.

Face format Type of expression

Happy Angry Surprised Neutral

Response accuracy
Whole face 99.6 a/x 97.4 b/x 97.2 b/x 95.5 b/y
Mouth region 99.4 a/x 87.9 c/y 91.8 bc/y 95.6 b/y
Eye region 93.3 b/y 97.2 a/x 94.4 b/y 92.0 b/y

Reaction times
Whole face 739 a/x 831 b/x 806 b/x 831 b/x
Mouth region 764 a/x 909 c/y 837 b/x 833 b/x
Eye region 849 a/y 821 a/x 837 a/x 930 b/y

Note. Mean scores with a different letter are significantly different; means sharing a letter
are equivalent. Letters a, b, c are used for horizontal comparison, across type of expression;
letters x, y, z are used for vertical comparisons, across type of format.
Eye region masked with lower face half visible: (2) Saliency time course
An expression by region interaction emerged for the probability of

the first saliency outburst, F(3, 76) = 41.57, p b .0001, ηp
2 = .621, and

the probability that it occurred during the first 150 ms, F(3, 76) =
19.45, p b .0001, ηp

2 = .434. The mouth region of happy faces was
more likely to be salient first, relative to all the other expressions,
F(3, 76) = 41.57, p b .0001, ηp

2 = .621, and during the first 150 ms,
F(3, 76) = 19.45, p b .0001, ηp

2 = .434. Also, the average saliency
onset, F(3, 69)= 7.31, p b .0001,ηp

2= .241, and the order of thefirst sa-
liency outburst, F(3, 69) = 6.79, p b .0001, ηp

2 = .228, occurred earlier
for the happy mouth. The location of the eye region was never salient
first or during the first 150 ms.
Mouth regionmaskedwith upper face half visible: (1)Mean visual saliency
and (2) Saliency time course

The ANOVAs yielded no significant effects on visual saliency in this
face format condition.

In sum, whenever the lower half of the face—including the whole
face condition—was visible, the mouth of happy expressions was more
salient than any other region of all the expressions, it became salient be-
fore the other regions, and this saliency advantage generally occurred
within the first 150 ms following stimulus onset.

Behavioral data: categorization performance

Response accuracy and reaction times of correct responses were
analyzed by means of 4 (Expression: happy vs. angry vs. surprised
vs. neutral) × 3 (Format: whole face vs. upper half vs. lower half)
repeated-measures ANOVAs. Greenhouse–Geisser corrections were ap-
plied, and Bonferroni adjustments (p b .05)were performed for post hoc
multiple comparisons (see the mean scores and contrasts in Table 2).

For response accuracy, effects of expression, F(3, 63)= 6.62, p b .001,
ηp
2= .240, and format, F(2, 42)= 18.81, p b .0001, ηp

2= .472, emerged.
Happy expressions were correctly recognized more likely (M= 97.4%)
than the other expressions (angry: 92.4; surprised: 94.5; neutral: 94.3).
Accuracy was higher in the whole face (M = 97.4%) than in the upper
(93.7) and the lower (94.2) face half conditions. These effects were
qualified by an interaction, F(6, 126) = 13.67, p b .0001, ηp

2 = .394. In
the whole face, F(3, 63) = 5.82, p b .01, ηp

2 = .217, and the lower face
half, F(3, 63) = 20.00, p b .0001, ηp

2 = .488, conditions, accuracy was
higher for happy faces than for the other expressions. In the upper
face half condition, F(3, 63) = 4.08, p = .019, ηp

2 = .163, the angry
faces were recognized more accurately than the others.

For reaction times, effects of expression, F(3, 63) = 13.03, p b .0001,
ηp
2 = .383, and format, F(2, 42) = 13.50, p b .0001, ηp

2 = .391, revealed
that happy faces were correctly recognized faster (M = 784 ms) than
the others (angry: 854; surprised: 827; neutral: 867), and responses
were faster in the whole face (M = 802 ms) than in the upper (861)
and the lower (836) face half conditions. These effects were qualified
by an interaction, F(6, 126) = 8.14, p b .0001, ηp

2 = .279. In the whole
face, F(3, 63) = 7.92, p b .001, ηp

2 = .274, and the lower face half,
F(3, 63) = 15.74, p b .0001, ηp

2 = .428, conditions, responses were
faster for happy faces than for the others. In the upper half condition,
F(3, 63) = 8.63, p b .01, ηp

2 = .291, all three emotional expressions
were recognized faster than the neutral faces.

Complementary analyses explored the diagnostic value of the eyes
and the mouth for each expression, by means of one-way ANOVAs
(Format: whole face vs. upper vs. lower face halves; see Table 2).
For happy faces, accuracy was higher, F(2, 42) = 14.18, p b .0001,
ηp
2 = .403, and reaction times were shorter, F(2, 42) = 23.21,

p b .0001, ηp
2 = .525, in the whole face and the lower face half
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conditions than in the upper half condition. For angry faces, accuracy
was higher, F(2, 42) = 34.85, p b .0001, ηp

2 = .624, and reaction times
were shorter, F(2, 42) = 6.51, p b .01, ηp

2 = .237, in the whole face
and the upper face half conditions than in the lower half condition.
For surprised faces, the effect on accuracy, F(2, 42) = 12.01, p b .0001,
ηp
2 = .364, but not on response times (F = 1.73, p = .20), showed

higher accuracy in the whole face condition. For neutral faces, the effect
on reaction times, F(2, 42) = 18.01, p b .0001, ηp

2 = .462, showed
slower responses in the upper face half condition.

In sum, whenever the mouth was visible, happy expressions were
more likely to be recognized accurately, and they were recognized
faster, than the other expressions, with equivalent recognition perfor-
mance in the lower face half and the whole face conditions. When
only the eye region was visible, angry expressions were recognized
more accurately than the other expressions.

Neurophysiological data

Occipito-temporal ERP components (P1, N170, and EPN)
The mean amplitude values in the occipito-temporal cluster (see

above, 2.7. ERP components) were analyzed by means of Expression
(4: happy, angry, surprised, and neutral) × face Format (3: whole
face, upper half, lower half) × Hemisphere (2: right vs. left) repeated-
measures ANOVAs. Greenhouse–Geisser correction was always added
for all the analyses, and the main effects were followed by multiple
post hoc comparisons.

For P1, effects of expression, F(3, 63) = 7.85, p b .001, ηp
2 = .272,

and format, F(2, 42) = 8.63, p b .001, ηp
2 = .291, with no significant

hemisphere effect (F = 1.39, p = .25) or the interactions (all Fs b 1),
revealed a reduced positivity for happy faces (M = 0.89 μV) relative to
angry (M = 1.31) and surprised (M = 1.29) faces, but not to neutral
faces (M = 1.10), and for the whole face (M = 0.81) relative to the
Fig. 2. Expression and emotional encoding components for whole-face stimuli. ERPs elicited at left
Note. Waves indicate the time course of ERP components (N170 and EPN) as indexed by two
significantlymodulated by expression.Maps show the scalp topography distribution of the ERP
the cluster showing significant differences.
upper (M = 1.24) and the lower (M = 1.39) face halves, which did
not differ from each other.

For N170, the analyses yielded effects of expression, F(3, 63)= 5.17,
p b .01, ηp

2 = .193, and format, F(2, 42) = 3.20, p = .050, ηp
2 = .132,

along with interactions between expression and hemisphere, F(3,
63) = 3.11, p = .044, ηp

2 = .129, format and hemisphere, F(2, 42) =
4.30, p = .024, ηp

2 = .170, and a three-way interaction, F(6, 126) =
2.86, p = .023, ηp

2 = .120. To decompose the interactions, one-way
(Expression) ANOVAswere performed for each format and hemisphere.
In the left hemisphere, no significant differences across expressions
appeared for the whole face or the upper half condition (both Fs b 1),
but there was an effect in the lower face half condition, F(3, 63) =
4.48, p= .010, ηp

2 = .176, with an enhanced N170 for happy faces rela-
tive to the other expressions, which did not differ from each other. In
contrast, in the right hemisphere, the expression effect occurred only
for the whole face condition, F(3, 63) = 10.72, p b .0001, ηp

2 = .338:
All the emotional faces enhanced the N170 negativity to a greater
extent than the neutral faces, and the angry faces enlarged negativity
more than the surprised faces, which did not differ from the happy
faces. These effects are shown in Figs. 2 (whole face) and 3 (eye and
mouth regions).

For EPN, the effects of expression, F(3, 63)= 5.52, p b .01,ηp
2= .208,

and format, F(2, 42) = 14.51, p b .0001, ηp
2 = .455, but not of hemi-

sphere (F b 1), were qualified by an expression by format interaction,
F(6, 126) = 3.88, p b .01, ηp

2 = .156, and an expression by hemisphere
interaction, F(3, 63) = 3.30, p = .033, ηp

2 = .136. One-way (Expres-
sion) ANOVAs for each format and hemisphere revealed significant dif-
ferences only in the whole face condition, with a larger EPN for angry
faces than for all the other expressions in the right hemisphere,
F(3, 63)= 5.48, p b .01,ηp

2= .207, and for angry faces relative to neutral
faces also in the left hemisphere, F(3, 63) = 3.80, p = .018, ηp

2 = .153.
These effects are shown in Figs. 2 and 3.
and right temporo-occipital electrodes as a function of facial expression and face format.
representative electrodes (P7/P8). Boxes on waveforms frame the components that were
differences between expressions. Crosses inmaps indicate the selected sites that composed

image of Fig.�2


Fig. 3. Expression encoding and emotional components for mouth and eye region stmuli. ERPs elicited at left and right temporo-occipital electrodes as a function of facial expression and face
format. Note. Waves indicate the time course of ERP components (N170 and EPN) as indexed by two representative electrodes (P7/P8). Boxes on waveforms frame the components that
were significantly modulated by expression. Maps show the scalp topography distribution of the ERP differences between expressions. Crosses in maps indicate the selected sites that
composed the cluster showing significant differences.
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Fronto-central (N1, VPP, and N2) and centro-parietal (LPC)
ERP components

To assess effects in the fronto-central cluster, we conducted Expres-
sion (4: happy, angry, surprised, and neutral) × face Format (3: whole
Fig. 4. Expression categorization components. ERPs elicited at centro-parietal electrodes as a fu
components (P3b and LPP) as indexed by one representative electrode (CPz). Boxes on wavefo
the scalp topography distribution of the ERP differences between expressions. Crosses in maps
face, upper half, lower half) repeated-measures ANOVAs. To analyze
the LPC in the centro-parietal cluster, we included time segment
as an additional factor in an Expression (4) × Format (3) × Time
(2: 300–450 ms—or P3b—vs. 450–600 ms—or LPP) ANOVA.
nction of facial expression and face format. Note. Waves indicate the time course of ERP
rms frame the components that were significantly modulated by expression. Maps show
indicate the selected sites that composed the cluster showing significant differences.
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For N1, effects of expression, F(3, 63) = 5.11, p b .01, ηp
2 = .196,

and format, F(2, 42) = 9.25, p b .001, ηp
2 = .306, with no significant

interaction (F b 1), revealed a reduced negativity for happy faces
(M = −0.66 μV) relative to angry (M = −0.98) and surprised faces
(M = −0.99), but not to neutral faces (M = −0.81), and for the
whole face (M = −0.56) relative to the upper (M = −1.00) and the
lower (M=−1.02) face halves. For VPP, only the format effect was sig-
nificant, F(2, 42)= 6.21, p b .01, ηp

2 = .228, with an enhanced positivity
for the whole face (M = 2.57 μV) and the lower face half (M = 2.54)
relative to the upper half (M = 2.08). Consistently, for N2, only the
format effect, F(2, 42) = 56. 41, p b .01, ηp

2 = .228, showed a reduced
negativity for the whole face (M = −1.06 μV) and the lower face half
(M = −0.93) relative to the upper half (M = −2.22).

For the LPC, effects of format, F(2, 42) = 4.64, p = .021, ηp
2 = .181,

and time segment, F(1, 21) = 5.92, p = .024, ηp
2 = .220, emerged,

along with an expression by time segment, F(3, 63) = 4.78, p b .01,
ηp
2 = .185, and a three-way, F(6, 126) = 5.04, p b .001, ηp

2 = .194,
interactions. Subsequently, one-way (Expression) ANOVAs were per-
formed for each face format and time segment. No significant differ-
ences appeared in the whole face condition (Fs ≤ 1). However, in the
lower face half condition, there was an effect of expression on the first
segment, F(3, 63) = 4.36, p b .01, ηp

2 = .172, with an enhanced P3b
for happy faces relative to the other expressions, which did not differ
from each other. In contrast, in the upper face half condition, there
was an effect of expression on the second segment, F(3, 63) = 4.25,
p = .016, ηp

2 = .168, with an enhanced LPP for angry faces relative
to the other expressions, which did not differ from each other. These
effects are shown in Fig. 4.

In sum, when whole faces were presented, all the emotional expres-
sions elicited a greater right hemisphere N170 (150–180 ms) and EPN
(200–300 ms) activity than neutral expressions. When only the lower
face half (mouth region) was displayed, left temporo-occipital activity
(150–180 ms) was more negative for happy faces than for the others. In
addition, the LPC (centro-parietal) activity was enhanced by the happy
mouth earlier (350–450 ms) than by the angry eyes (450–600 ms).

Discussion

Prior ERP research on facial expressions has generally considered the
face as awhole. The current studymakes a contribution by investigating
the ERP modulations produced by informative regions such as the eyes
and the mouth separately. By means of behavioral, computational
Fig. 5. Summary of findings. Comparisons of saliency, ERP, and c
modeling, and EEG measures, we explored the mechanisms underlying
the role of the eyes and themouth in the recognition of facial happiness,
anger, and surprise. A major finding that was common to all threemea-
sures involved interactions between type of expression and region (or
face format). Such interactions are useful to integrate the respective
cognitive, perceptual, and neural processes, and examine their interplay
in the recognition of emotional expressions.

Major findings and theoretical relevance

First, our ERP data indicated that right hemisphere N170 (150–
180 ms) and EPN (200–300 ms) were modulated by expression of
whole faces, but not by separate regions. In contrast, the lower half
(mouth region) of happy faces enhanced left temporo-occipital activity
(150–180 ms), and the LPC (centro-parietal) activity earlier (P3b:
350–450 ms) than the angry eyes (LPP: 450–600 ms) or other regions.
Second, behavioral measures showed that, when the mouth—but not
the eye—region was visible, happiness was recognized more accurately
and faster than the other expressions, and as accurately and fast
as when the whole face was displayed, thus demonstrating the highly
diagnostic value of the smiling mouth. In contrast, the eye—but not
the mouth—region facilitated the recognition of anger, whereas neither
the eyes nor themouth alone played a significant role in the recognition
of surprise. Third, computational modeling of local visual saliencies
revealed that the mouth region of happy faces was more salient than
any other region of all the expressions. Importantly, this occurred
early, within the first 150 ms following stimulus onset, thus allowing
for an influence of visual saliency on ERP components such as the
N170, which typically unfold in an upcoming time window. These
major findings are summarized in Fig. 5.

These results are relevant to link brain lateralization with holistic
(i.e., integration of expressive sources in a face) versus analytic (i.e., per-
ception of separate regions) mechanisms, and how visual saliency can
selectively drive them. Facial expression recognition is both holistic
and analytic (see Tanaka et al., 2012). Our results add to this by showing
that the role of each mechanism varies as a function processing stage,
hemisphere, and the saliency of expressive face regions. First, ERPmea-
sures revealed early holistic encoding at right hemisphere sites, as
reflected by modulation of the N170 and EPN amplitude only when
whole faces were presented. Nevertheless, there was evidence of early
analytic encoding of highly salient regions (i.e., the smiling mouth)
at left hemisphere sites (N170 left) when regions were displayed
ategorization, as a function of face format and expression.

image of Fig.�5
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separately. At later categorization stages, brain activity was also en-
hanced by encoding of separate regions, but it was no longer lateralized
(P3b and LPP, centro-parietal). Second, behavioral measures also re-
vealed holistic encoding, as reflected by the main effect of face format,
with the whole face yielding more accurate and faster responses than
the part-face conditions. At the same time, however, therewas evidence
of enhanced recognition of specific regions, such as the smiling mouth
and the angry eyes, with equivalent performance when they were
presented alone and when the whole face was displayed. Third, visual
saliency drives analytic processing specifically at early perceptual
stages (N170, left). The enhanced processing of single regions (smiling
mouth and angry eyes) at later categorization stages (P3b and LPP,
and explicit recognition) is probably due more to their diagnostic
value (see Calder et al., 2000; Calvo et al., 2014) than to saliency: Both
the smiling mouth and the angry eyes facilitated categorization, and
both are highly diagnostic of their respective expressions, yet the
angry eyes are not salient.

Altogether, our lateralization effects for N170 and EPN are consistent
with those found by fMRI (e.g., Maurer et al., 2007), EEG (Scott and
Nelson, 2006), and TMS (Renzi et al., 2013) research on face identity
discrimination. Previous studies using these techniques have found an
enhanced neural activity at several areas of the right or the left hemi-
sphere during the processing of configural or featural aspects of the
faces, respectively (see 1. Introduction). Furthermore, such effects
were detected in a temporal window covering the N170 and the
EPN components. In the previous studies, face discriminationwas inves-
tigated (e.g., bymeans of same/different judgments about pairs of faces)
using non-expressive, neutral faces. We have extended this approach
to faces with emotional content and to expression recognition tasks.
Holistic or configural processing of expressive and emotional informa-
tion is preferentially performed by the right hemisphere. In contrast,
the more analytic or part-based processing occurs in the left hemi-
sphere, but makes little or no contribution to expression or emotional
encodingwithin the first 300ms following stimulus onset. Analytic pro-
cessing in central hemisphere locations facilitates the later semantic
categorization of expressions.

Specific ERP modulations by facial expression and region (or format)

Early ERP components (N1 and P1)
The N1 and P1 potentials (100–140 ms) were smaller in amplitude

for happy relative to angry and surprised, but not neutral, faces. These
effects cannot be attributed to attentional capture by emotional content,
as the P1/N1 values for neutral faces did not differ from those of the
other expressions. In prior research, evidence is not totally consistent
in terms of whether emotional faces modulate the P1 and N1 (Calvo
and Beltrán, 2013; Frühholz et al., 2009; see Smith et al., 2013). Our
findings, nevertheless, converge with those from some studies where
N1 and/or P1 were reduced for happy relative to other expressions
(generally, fearful and angry; Luo et al., 2010; Rellecke et al., 2012;
Santesso et al., 2008;Williams et al., 2006). In any case, the P1/N1effects
are not specifically concerned with the aims and hypotheses of the cur-
rent study, aswe found no interaction between expression and face for-
mat. Importantly, the lack of an interaction suggests that the diagnostic
value of the eyes and the mouth is not yet encoded at this early stage.

Middle-latency range components (VPP and N2; N170 and EPN)
The fronto-central VPP (150–180ms) andN2 (200–300ms) compo-

nents were responsive to stimulus format only, with the upper face half
reducing theVPP and enhancing theN2. The lack of expression effects or
an interaction downplays the importance of the format effects. Both VPP
(Luo et al., 2010; Willis et al., 2010) and N2 (Ashley et al., 2004;
Williams et al., 2006) have, nevertheless, proved to be modulated by
emotional expression in prior research using intact, whole face stimuli.
It is possible that such fronto-central components involve holistic
processing—therefore requiringwhole face stimuli—and thus the effects
disappear when isolated face parts are presented. In fact, when we ana-
lyzed the whole face condition separately, the effect of expression was
significant (p= .014), with all the emotional faces enhancing VPP rela-
tive to the neutral faces, in concordance with prior research (see Smith
et al., 2013).

The temporo-occipital N170 (150–180 ms) and EPN (200–300 ms)
potentials were both sensitive to stimulus format and expression; and,
most importantly, to specific combinations of format, expression, and
hemisphere. The N170 is typically associated with right hemisphere ac-
tivity and is involved in the configural processing of a face (Rossion and
Jacques, 2012). Consistently, in the current study, the N170was respon-
sive to facial expression in the right hemisphere only when the whole
face was displayed, but not when either the top or the bottom halves
were presented. All the emotional faces enhanced the N170 relative to
neutral faces. This reveals that emotional expression was discriminated
from neutral expression. This adds to a series of studies showing N170
expression modulation (e.g., Frühholz et al., 2009; Luo et al., 2010;
Rellecke et al., 2012; Williams et al., 2006), although there are also dis-
crepant findings (for a review, see Rellecke et al., 2013).

In contrast, in the left hemisphere, the N170 was modulated by ex-
pression when the bottom face half was displayed, with an enhanced
amplitude for happy faces. As the smiling mouth was visually salient
by 150ms from face onset, and it has been shown to attract overt atten-
tion early (see Calvo and Nummenmaa, 2008), the bottom half of happy
faces probably augmented the left N170 negativity due to the smile sa-
liency. When holistic encoding is broken down due to the presentation
of isolated face regions, discrimination would rely on perceptually
salient features. Importantly, however, given that the left-hemisphere
effect was equivalent for the angry, surprised, and neutral faces, it fol-
lows that the effect of happy faces does not reflect emotional processing.
The analysis of isolated salient features such as the smile would capture
attention, and thus pave theway for the identification of the expressive
category later, but would not allow for discrimination of emotional
content itself.

Following theN170, an EPN deflection appeared for angry relative to
neutral faces and the other expressions. The EPN is linked with the pro-
cessing of emotional valence and arousal of visual images (see Hajcak
et al., 2012; Olofsson et al., 2008) and faces (Calvo and Beltrán, 2013;
Frühholz et al., 2011; Rellecke et al., 2012; Wronka and Walentowska,
2011). In our study, the EPN represents an extension of the N170, as
both occurred mainly in the right hemisphere and when full faces
were displayed. Nevertheless, the enhanced EPN for angry expressions
suggests that, beyond the rough discrimination of affective versus
neutral content occurring at theN170 stage, amore refined negative ver-
sus non-negative affect discrimination takes place at the EPN stage. This
is consistent with prior research where angry faces normally produce a
larger EPN than happy faces (Balconi and Pozzoli, 2003; Rellecke et al.,
2011, 2012; Schupp et al., 2004). Importantly, the EPN modulation
only by whole face—but not by half face—stimuli further supports the
hypothesis that the encoding of emotional significance requires holistic
processing.

Late positive complex (P3b and LPP)
Effects at centro-parietal sites were observed for P3b (350–450 ms)

and LPP (450–600ms). An expression by format by time segment inter-
action revealed an augmented P3b for the bottom half of happy faces,
and an enhanced LPP for the top half of angry faces. Prior research
has found expression modulation of P3b (Balconi and Mazza, 2009;
Luo et al., 2010; Willis et al., 2010) and LPP (Frühholz et al., 2009;
Leppänen et al., 2007; Schacht and Sommer, 2009). These components
reflect the assignment of processing resources to stimulus evaluation
in relation to task performance (Folstein and Van Petten, 2011; Polich,
2012). In the current categorization task, they could thus reveal elabora-
tive processes in discrimination between categories (Schacht and
Sommer, 2009). Such a resource allocation took place earlier for the
mouth region of happy faces than for the eye region of angry faces.
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This suggests that the diagnostic value of an expressive source in a face
becomes functional and contributes to expression categorization at this
stage. As this effect occurs earlier for happy faces, it is understandable
that they finally enjoy a categorization advantage over all the other ex-
pressions. Presumably, the representation of the whole happy expres-
sion can be easily constructed or inferred from the smiling mouth
alone, as a shortcut for expression categorization (see Adolphs, 2002).

Limitations and future directions

To examine the role of holistic processing, we compared whole-
versus part-face conditions. Nevertheless, to keep the part-face format
as natural as possible, expressive features (e.g., eyes) were presented
within a facial context, rather than totally isolated: half of the face was
visible and the other half—although masked—kept a normal spatial
orientation and contour. The main expressive sources (i.e., eyes and
mouth) were thus surrounded by the face areas and structure within
which they typically appear in a face. As Rossion (2013) has argued, a
whole face representation might be activated automatically even if
only part of the face is available to the visual system; and this would
be more likely to occur when a facial feature is highly diagnostic and
when it is embedded in a relatively large region, as was the case in our
study. This implies that, to truly isolate the effect of single expressive
features from that of a holistic reconstruction, they should be separated
from the typical configural orientation of a face. In addition, as indicated
by Richler et al. (2012), different measures of holistic processing map
onto different aspects and meanings, and therefore it is important to
establish convergent validity by using complementary measures.

Accordingly, to further distinguish between a holistic and an analytic
conceptualization, alternative approaches could be adopted, such as the
spatial inversion and the composite face paradigms. They have fre-
quently been used to assess processing of face identity (see Richler
et al., 2012; Rossion, 2013) and emotional expression (inversion:
e.g., Calder et al., 2000, or Calvo et al., 2012; composite: e.g., Calder
et al., 2000, or Calvo et al., 2013a). In the inversion task, holistic
processing ismeasured as better recognitionwhen the face is presented
upright than when presented upside-down. As inversion disrupts
configural rather than featural information, face or expression pro-
cessing are assumed to be featurally driven to the extent that recogni-
tion is not impaired by inversion. In the composite task, participants
judge whether one face half (e.g., top) of two faces is the same or differ-
ent, while ignoring the other face half (e.g., bottom). Holistic processing
is measured as interference, i.e., difficulty in the accurate identification
of the attended half, when both face parts are aligned (andbelong to dif-
ferent identities) relative to when they are misaligned.

These paradigms could be applied to ERP measures and expression
recognition. To the extent that the recognition of expressions (particu-
larly, happy) relies on the analysis of a salient and diagnostic feature
(e.g., smiling mouth), the enhanced N170 at left hemisphere sites, as
well as the enhanced P3b, should remain under stimulus inversion ver-
sus upright orientation, and formisaligned relative to aligned composite
faces. Also, this would be followed by a preserved (or less impaired)
categorization accuracy and response speed for happy faces in the
inverted and themisaligned conditions. In contrast, if holistic processing
drives the encoding of expressions, the enhanced N170 at right hemi-
sphere sites for all the emotional relative to neutral faces, as well
as the enhanced EPN at right sites for angry faces, should disappear
(or, at least, be delayed) under inversion (see Rellecke et al., 2013) and
misaligned conditions. In general, the presence of a salient and diagnos-
tic feature in a face will resist the disrupting effects of inversion and
misalignment on expression recognition.

Conclusions

The present results support the view that holistic and analytic facial
expression processing at early stages are lateralized. Early analytic
encoding of separate facial regions occurs mainly in the left hemisphere:
The mouth region of happy faces enhanced neural activity in the left
(temporo-occipital) hemisphere, with this effect (150–180 ms after
stimulus onset) being driven by visual saliency, rather than reflecting
expression recognition or extraction of affective content. In contrast,
holistic encoding is performed by the right hemisphere, allowing for ex-
pression and emotion discrimination: The N170 (150–180 ms) and the
EPN (200–300 ms) activity was modulated only (N170) or mainly
(EPN) in the right (temporo-occipital) hemisphere when whole faces—
but not when isolated regions—were presented. The smile itself be-
comes functional for expression recognition at a later stage where pro-
cessing resources are allocated before to happy (P3b; 350–450ms) than
to angry (LPP; 450–600 ms) and other expressions, with the effect not
being lateralized (centro-parietal sites). This reveals the neurocognitive
basis of the smile diagnostic value underlying the typical happy face
categorization advantage.
Acknowledgments

This research was wholly supported by Grant PSI2009-07245
from the Spanish Ministerio de Ciencia e Innovación, and the Agencia
Canaria de Investigación, Innovación y Sociedad de la Información
(NEUROCOG project), and the European Regional Development Funds,
and by CEI CANARIAS: Campus Atlántico Tricontinental (project sup-
ported by Spanish Ministerio de Educación). We are grateful to Andrés
Fernández-Martín for conducting the visual saliency computations.
References

Adolphs, R., 2002. Recognizing emotion from facial expressions: psychological and neuro-
logical mechanisms. Behav. Cogn. Neurosci. Rev. 1, 21–62.

Ashley, V., Vuilleumier, P., Swick, D., 2004. Time course and specificity of event-related
potentials to emotional expressions. Neuroreport 15, 211–216.

Balconi, M., Mazza, G., 2009. Consciousness and emotion: ERP modulation and attentive
vs. pre-attentive elaboration of emotional facial expressions by backward masking.
Motiv. Emot. 33, 113–124.

Balconi, M., Pozzoli, U., 2003. Face-selective processing and the effect of pleasant and un-
pleasant emotional expressions on ERP correlates. Int. J. Psychophysiol. 49, 67–74.

Batty, M., Taylor, M.J., 2003. Early processing of the six basic facial emotional expressions.
Cogn. Brain Res. 17, 613–620.

Becker, D.V., Anderson, U.S., Mortensen, C.R., Neufeld, S.L., Neel, R., 2011. The face in
the crowd effect unconfounded: happy faces, not angry faces, are more efficiently
detected in single- and multiple-target visual search tasks. J. Exp. Psychol. Gen. 140,
637–659.

Bentin, S., Allison, T., Puce, A., Perez, E., McCarthy, G., 1996. Electrophysiological studies of
face perception in humans. J. Cogn. Neurosci. 8, 551–565.

Blais, C., Roy, C., Fiset, D., Arguin, M., Gosselin, F., 2012. The eyes are not the window to
basic emotions. Neuropsychologia 50, 2830–2838.

Borji, A., Itti, L., 2013. State-of-the-art in visual attention modeling. IEEE Trans. Pattern
Anal. Mach. Intell. 35, 185–207.

Calder, A.J., Young, A.W., Keane, J., Dean, M., 2000. Configural information in facial expres-
sion perception. J. Exp. Psychol. Hum. Percept. Perform. 26, 527–551.

Calvo, M.G., Beltrán, D., 2013. Recognition advantage of happy faces: tracing the
neurocognitive processes. Neuropsychologia 51, 2051–2060.

Calvo, M.G., Lundqvist, D., 2008. Facial expressions of emotion (KDEF): identification
under different display-duration conditions. Behav. Res. Methods 40, 109–115.

Calvo, M.G., Marrero, H., 2009. Visual search of emotional faces: the role of affective
content and featural distinctiveness. Cogn. Emot. 23, 782–806.

Calvo, M.G., Nummenmaa, L., 2008. Detection of emotional faces: salient physical features
guide effective visual search. J. Exp. Psychol. Gen. 137, 471–494.

Calvo, M.G., Fernández-Martín, A., Nummenmaa, L., 2012. Perceptual, categorical, and af-
fective processing of ambiguous smiling facial expressions. Cognition 125, 373–393.

Calvo, M.G., Fernández-Martín, A., Nummenmaa, L., 2013a. A smile biases the recognition
of eye expressions: configural projection from a salient mouth. Q. J. Exp. Psychol. 66,
1159–1181.

Calvo, M.G., Marrero, H., Beltrán, D., 2013b. When does the brain distinguish between
genuine and ambiguous smiles? An ERP study. Brain Cogn. 81, 237–246.

Calvo, M.G., Fernández-Martín, A., Nummenmaa, L., 2014. Recognition of facial expres-
sions in peripheral vs. central vision: Role of the eyes and the mouth. Psychol. Res.
78, 180–195.

Folstein, J.R., Van Petten, C., 2011. After the P3: late executive processes in stimulus cate-
gorization. Psychophysiology 48, 825–841.

Foti, D., Hajcak, G., Dien, J., 2009. Differentiating neural responses to emotional pictures:
evidence from temporal–spatial PCA. Psychophysiology 46, 521–530.

Frühholz, S., Fehr, T., Herrmann, M., 2009. Early and late temporo-spatial effects of con-
textual interference during perception of facial affect. Int. J. Psychophysiol. 74, 1–13.

http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0005
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0005
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0010
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0010
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0015
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0015
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0015
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0020
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0020
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0025
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0025
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0030
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0030
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0030
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0030
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0035
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0035
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0040
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0040
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0045
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0045
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0050
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0050
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0055
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0055
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf1234
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf1234
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0070
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0070
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0080
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0080
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0060
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0060
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0065
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0065
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0065
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0075
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0075
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0315
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0315
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0315
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0095
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0095
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0100
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0100
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0105
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0105


247M.G. Calvo, D. Beltrán / NeuroImage 92 (2014) 237–247
Frühholz, S., Jellinghaus, A., Herrmann, M., 2011. Time course of implicit processing
and explicit processing of emotional faces and emotional words. Biol. Psychol. 87,
265–274.

Hajcak, G., Weinberg, A., MacNamara, A., Foti, D., 2012. ERPs and the study of emotion.
In: Luck, S.J., Kappenman, E.S. (Eds.), The Oxford Handbook of Event-related Potential
Components. Oxford University Press, New York, pp. 441–474.

Holmes, A., Bradley, B.P., Kragh-Nielsen, M., Mogg, K., 2009. Attentional selectivity for emo-
tional faces: evidence from human electrophysiology. Psychophysiology 46, 62–68.

Horstmann, G., Lipp, O.V., Becker, S.I., 2012. Of toothy grins and angry snarls—openmouth
displays contribute to efficiency gains in search for emotional. J. Vis. 12 (5), 1–15 (7).

Itti, L., Koch, C., 2000. A saliency-based search mechanism for overt and covert shifts of
visual attention. Vis. Res. 40, 1489–1506.

Jacques, C., Rossion, B., 2009. The initial representation of individual faces in the right
occipito-temporal cortex is holistic: electrophysiological evidence from the composite
face illusion. J. Vis. 9 (6), 1–16 (8).

Jacques, C., Rossion, B., 2010. Misaligning face halves increases and delays the N170 spe-
cifically for upright faces: implications for the nature of early face representations.
Brain Res. 1318, 96–109.

Kohler, C.G., Turner, T., Stolar, N.M., Bilker, W.B., Brensinger, C.M., Gur, R.E., Gur, R.C., 2004.
Differences in facial expressions of four universal emotions. Psychiatry Res. 128,
235–244.

Leppänen, J.M., Hietanen, J.K., 2007. Is there more in a happy face than just a big smile?
Vis. Cogn. 15, 468–490.

Leppänen, J.M., Kauppinen, P., Peltola, M.J., Hietanen, J.K., 2007. Differential electrocortical
responses to increasing intensities of fearful and happy emotional expressions. Brain
Res. 1116, 103–109.

Leppänen, J.M., Hietanen, J.K., Koskinen, K., 2008. Differential early ERPs to fearful versus
neutral facial expressions: a response to the salience of the eyes? Biol. Psychol. 78,
150–158.

Lobmaier, J.S., Klaver, P., Loenneker, T., Martin, E., Mast, F.W., 2008. Featural and
configural face processing strategies: evidence from a functional magnetic resonance
imaging study. NeuroReport 19, 287–291.

Lundqvist, D., Flykt, A., Öhman, A., 1998. The Karolinska Directed Emotional Faces—KDEF.
CD-ROM from Department of Clinical Neuroscience, Psychology section. Karolinska
Institutet, Stockholm, Sweden. 91-630-7164-9.

Luo, W., Feng, W., He, W., Wang, N.-Y., Luo, Y.-J., 2010. Three stages of facial expression
processing: ERP study with rapid serial visual presentation. NeuroImage 47,
1856–1867.

Maurer, D., O'Craven, K.M., Le Grand, R., Mondloch, C.J., Springer, M.V., Lewis, T.L., Grady,
C.L., 2007. Neural correlates of processing facial identity based on features versus
their spacing. Neuropsychologia 45, 1438–1451.

Meletti, S., Cantalupo, G., Benuzzi, F., Mai, R., Tassi, L., Gasparini, E., Tassinari, C.A., Nichelli,
P., 2012. Fear and happiness in the eyes: An intra-cerebral event-related potential
study from the human amygdala. Neuropsychologia 50, 44–54.

Nelson, N.L., Russell, J.A., 2013. Universality revisited. Emot. Rev. 5, 8–15.
Nusseck, M., Cunningham, D.W., Wallraven, C., Bülthoff, H.H., 2008. The contribution of

different facial regions to the recognition of conversational expressions. J. Vis. 8 (8),
1–23 (1).

Olofsson, J.K., Nordin, S., Sequeira, H., Polich, J., 2008. Affective picture processing: an in-
tegrative review of ERP findings. Biol. Psychol. 77, 247–265.

Palermo, R., Coltheart, M., 2004. Photographs of facial expression: accuracy, response
times, and ratings of intensity. Behav. Res. Methods 36, 634–638.

Paulmann, S., Pell, M.D., 2009. Facial expression decoding as a function of emotional
meaning status: ERP evidence. NeuroReport 20, 1603–1608.

Polich, J., 2012. Neuropsychology of P300. In: Luck, S.J., Kappenman, E.S. (Eds.), The
Oxford Handbook of Event-related Potential Components. Oxford University Press,
NewYork, pp. 159–188.
Pourtois, G., Thut, G., Grave de Peralta, R., Michel, C., Vuilleumier, P., 2005. Two electro-
physiological stages of spatial orienting towards fearful faces: early temporo-
parietal activation preceding gain control in extrastriate visual cortex. NeuroImage
26, 149–163.

Ramon, M., Rossion, B., 2012. Hemisphere-dependent holistic processing of familiar faces.
Brain Cogn. 78, 7–13.

Rellecke, J., Palazova, M., Sommer, W., Schacht, A., 2011. On the automaticity of emotion
processing in words and faces: event related brain potentials from a superficial task.
Brain Cogn. 77, 23–32.

Rellecke, J., Sommer, W., Schacht, A., 2012. Does processing of emotional facial expres-
sions depend on intention? Time-resolved evidence from event-related brain poten-
tials. Biol. Psychol. 90, 23–32.

Rellecke, J., Sommer, W., Schacht, A., 2013. Emotion effects on the N170: a question of
reference? Brain Topogr. 26, 62–71.

Renzi, C., Schiavi, S., Carbon, C.C., Vecchi, T., Silvanto, J., Cattaneo, Z., 2013. Processing of
featural and configural aspects of faces is lateralized in dorsolateral prefrontal cortex:
a TMS study. NeuroImage 74, 45–51.

Richler, J.J., Palmeri, T.J., Gauthier, I., 2012. Meanings, mechanisms, and measures of holis-
tic processing. Front. Psychol. 3, 553.

Rossion, B., 2013. The composite face illusion: a whole window into our understanding of
holistic face perception. Vis. Cogn. 21, 139–253.

Rossion, B., Jacques, C., 2012. N170: Understanding the time course of face perception
in the human brain. In: Luck, S.J., Kappenman, E.S. (Eds.), The Oxford Handbook
of Event-related Potential Components. Oxford University Press, New York,
pp. 115–142.

Santesso, D.L., Meuret, A.E., Hofmann, S.G., Mueller, E.M., Ratner, K.G., Roesch, E.B., et al.,
2008. Electrophysiological correlates of spatial orienting towards angry faces:
a source localization study. Neuropsychologia 46, 1338–1348.

Schacht, A., Sommer, W., 2009. Emotions in word and face processing: early and late
cortical responses. Brain Cogn. 69, 538–550.

Schupp, H., Öhman, A., Junghöfer, M., Weike, A.I., Stockburger, J., Hamm, A., 2004. The
facilitated processing of threatening faces: an ERP analysis. Emotion 4, 189–200.

Scott, L.S., Nelson, C.A., 2006. Featural and configural face processing in adults and infants:
a behavioral and electrophysiological investigation. Perception 35, 1107–1128.

Smith, M.L., Cottrell, G., Gosselin, F., Schyns, P.G., 2005. Transmitting and decoding facial
expressions of emotions. Psychol. Sci. 16, 184–189.

Smith, E., Weinberg, A., Moran, T., Hajcak, G., 2013. Electrocortical responses to NIMSTIM
facial expressions of emotion. Int. J. Psychophysiol. 88, 17–25.

Tanaka, J.W., Kaiser, M.D., Butler, S., Le Grand, R., 2012. Mixed emotions: holistic and
analytic perception of facial expressions. Cogn. Emot. 26, 961–977.

Tottenham, N., Tanaka, J.W., Leon, A.C., McCarry, T., Nurse, M., Hare, T.A., et al., 2009. The
NimStim set of facial expressions: judgments from untrained research participants.
Psychiatry Res. 168, 242–249.

Wang, H.F., Friel, N., Gosselin, F., Schyns, P.G., 2011. Efficient bubbles for visual categoriza-
tion tasks. Vis. Res. 51, 1318–1323.

Weymar, M., Löw, A., Öhman, A., Hamm, A.O., 2011. The face is more than its parts—Brain
dynamics of enhanced spatial attention to schematic threat. Neuroimage 58,
946–954.

Williams, L.M., Palmer, D., Liddell, B.J., Song, L., Gordon, E., 2006. The when and where of
perceiving signals of threat versus non-threat. NeuroImage 31, 458–467.

Willis, M.L., Palermo, R., Burke, D., Atkinson, C.M., McArthur, G., 2010. Switching associa-
tions between facial identity and emotional expression: a behavioural and ERP study.
NeuroImage 50, 329–339.

Wronka, E.,Walentowska,W., 2011. Attentionmodulates emotional expression processing.
Psychophysiology 48, 1047–1056.

http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0110
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0110
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0110
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0120
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0120
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0120
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0125
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0125
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0320
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0320
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0130
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0130
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0325
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0325
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0325
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0115
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0115
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0115
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0135
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0135
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0140
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0140
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0150
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0150
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0150
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0145
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0145
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0145
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0155
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0155
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0155
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0165
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0165
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0165
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0170
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0170
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0170
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0175
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0175
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf9000
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf9000
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0180
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0330
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0330
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0330
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0185
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0185
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0190
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0190
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0195
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0195
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0200
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0200
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0200
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0205
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0205
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0205
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0205
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0210
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0210
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0215
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0215
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0215
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0220
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0220
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0220
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0225
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0225
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0230
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0230
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0230
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0235
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0235
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0240
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0240
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0245
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0245
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0245
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0245
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0250
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0250
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0255
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0255
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0260
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0260
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0270
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0270
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0275
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0275
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0280
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0280
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0285
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0285
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0290
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0290
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0290
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0295
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0295
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf9001
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf9001
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf9001
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0300
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0300
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0305
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0305
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0305
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0310
http://refhub.elsevier.com/S1053-8119(14)00078-0/rf0310

	Brain lateralization of holistic versus analytic processing of emotional facial expressions
	Introduction
	ERP research on the role of expressive sources in a face
	Holistic vs. analytic processing and lateralization

	Method
	Participants
	Stimuli
	Assessment of low-level image statistics
	Apparatus and procedure
	Assessment of visual saliency
	EEG recording
	ERP components

	Results
	Analysis of visual saliency
	Whole-face format: (1) Mean saliency
	Whole-face: (2) Saliency time course
	Eye region masked with lower face half visible: (1) Mean visual saliency
	Eye region masked with lower face half visible: (2) Saliency time course
	Mouth region masked with upper face half visible: (1) Mean visual saliency and (2) Saliency time course

	Behavioral data: categorization performance
	Neurophysiological data
	Occipito-temporal ERP components (P1, N170, and EPN)
	Fronto-central (N1, VPP, and N2) and centro-parietal (LPC) ERP components


	Discussion
	Major findings and theoretical relevance
	Specific ERP modulations by facial expression and region (or format)
	Early ERP components (N1 and P1)
	Middle-latency range components (VPP and N2; N170 and EPN)
	Late positive complex (P3b and LPP)

	Limitations and future directions

	Conclusions
	Acknowledgments
	References


