The dominance of inhibition in the inferior colliculus
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1. Introduction

The inferior colliculus occupies a strategic position in the ascending auditory system. Almost all of the processing that occurs in the various lower auditory nuclei converges upon a common target in the central nucleus of the inferior colliculus (ICc) thus making the ICc the nexus of the auditory system. A variety of new response properties are formed in the ICc through the interactions among the excitatory and inhibitory inputs that converge upon it. Here we review studies that illustrate the dominant role inhibition plays in the ICc. We begin by reviewing studies of tuning curves and show how inhibition shapes the variety of tuning curves in the ICc through sideband inhibition. We then show how inhibition shapes selective response properties for complex signals, focusing on selectivity for the sweep direction of frequency modulations (FM). In the final section we consider results from in vivo whole-cell recordings that show how parameters of the incoming excitation and inhibition interact to shape directional selectivity. We show that post-synaptic potentials (PSPs) evoked by different signals can be similar but evoke markedly different spike-counts. In these cases, spike threshold acts as a non-linear filter that converts small differences in PSPs into large differences in spike output. Such differences between the inputs to a cell compared to the outputs from the same cell suggest that highly selective discharge properties can be created by only minor adjustments in the synaptic strengths evoked by one or both signals. These findings also suggest that plasticity of response features may be achieved with far less modifications in circuitry than previously supposed.
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The role of inhibition is difficult to overemphasize, as the selective features in the vast majority of ICc cells are either reduced or completely eliminated when inhibition is blocked by the iontophoretic application of receptor blockers (Casseday et al., 2000; Davis et al., 2003; Faingold et al., 1991; Nataraj and Wenstrup, 2005; Palombi and Caspary, 1996; Park and Pollak, 1993b; Sanchez et al., 2007, 2008) or when the inhibitory innervation from a lower source is reversibly inactivated (Burger and Pollak, 2001; Faingold et al., 1993; Malmierca et al., 2005a, 2003).

Here we review studies that illustrate the dominant role inhibition plays in the ICc. We begin by reviewing studies of tuning curves and show how inhibition shapes the variety of tuning curves in the ICc through sideband inhibition. We then show that inhibition shapes selective response properties for complex signals, and in the final section we consider how parameters of the incoming excitation and inhibition interact to shape discharge selectivity in the ICc.

The response feature that we focus on is selectivity for sweep direction of frequency modulations (FM), and how inhibition sculpts that selectivity. We focus on directional selectivity since the ICc and have been the subject of numerous studies that have provided insights into the mechanisms underlying its generation (Andoni et al., 2007; Felsheim and Ostwald, 1996; Fuzessery and Hall, 1996; Gaese et al., 2006; Gittelman et al., 2009; Poon and Chiu, 2000; Poon et al., 1991; Suga, 1968).

There are two principal mechanisms that have been proposed in previous studies to explain response preferences in the ICc for FM direction, as illustrated in Fig. 1. Both incorporate differences between the timing of inputs evoked by the preferred and null FMs (Brimijoin and O'Neill, 2005; Casseday et al., 2002; Covey and Casseday, 1999; Fuzessery, 1994; Poon et al., 1991; Suga, 1968; Suga, 1973; Suga and Schlegel, 1973; Yue et al., 2007). Further, both assume that the excitatory and inhibitory inputs to the IC are non-directional, and thus the preferred and null FMs evoke equally strong excitations and that both FMs evoke equally strong inhibitions. One hypothesis posits a timing asymmetry between excitation and inhibition, where the preferred FM activates excitation first, whereas the null FM activates inhibition first. When excitation arrives first, it is initially unopposed by inhibition and thus evokes discharges. When inhibition arrives first or is coincident with the excitation, the inhibition acts to reduce or even completely cancel the excitation thereby suppressing discharges. The second hypothesis posits that directionality is generated by the relative coincidence in the arrival of excitatory (or inhibitory) inputs. More coincident excitatory arrivals generate a higher amplitude EPSP, whereas less coincident arrivals generate a longer response of lower amplitude. Thus, compared to the null, the preferred FM would evoke more coincident excitatory inputs, and/or less coincident inhibitory inputs. The two hypotheses outlined above are not mutually exclusive. There is however, considerable evidence to support the hypothesis of timing asymmetries of excitation and inhibition (Andoni et al., 2007; Fuzessery and Hall, 1996; Fuzessery et al., 2006; Koch and Grothe, 1998), whereas the second, coincidence model, is based either on a theoretical possibility or on Rall's model of synaptic integration along dendrites (Rall, 1969), in a manner similar to the proposal for FM directionality in octopus cells in the cochlear nucleus (Golding et al., 1995).

Although FM directionality has been studied in a variety of mammals, the majority of studies have been conducted on bats. Bats are hearing specialists and have well developed neural circuits that underlie their acoustic behaviors (Pollak and Casseday, 1986). Their auditory systems, however, are not unique. Indeed, their brainstem auditory systems have the same nuclei, cell types, connections and the same mechanisms for processing information that are possessed by all other mammals (Feng and Vater, 1985; Pecka et al., 2007; Pollak and Casseday, 1986; Pollak et al., 1995; Winer et al., 1995). What distinguishes the auditory systems of bats are not novel mechanisms, but rather that some common structural or anatomical features are more pronounced in their auditory systems than in other mammals. One pronounced response feature is the high proportion of FM directional cells in their ICc (Andoni et al., 2007; Brimijoin and O'Neill, 2005;...
Fuzessery and Hall, 1996; Gordon and O’Neill, 1998; Razak and Fuzessery, 2009; Yue et al., 2007) and cortex (O’Neill and Suga, 1982; Razak and Fuzessery, 2008, 2009; Suga, 1965; Suga et al., 1983), a feature clearly related to the extensive use of FMs in their echolocation calls and in the rich repertoire of songs and calls they emit for social communication (Bohn et al., 2008, 2009; Kanwal et al., 1994). Thus, we consider the results from studies of bats generically, in that the features and mechanisms for directional selectivity seen in the ICc of bats may be more prevalent in bats than other mammals, but occur universally in the mammalian auditory system.

2. Sideband inhibition shapes the tuning curves of IC neurons

The dominance of inhibition is well illustrated by sideband inhibition and its influences on the response selectivities of ICc neurons. Tuning curves reveal the frequencies that evoke suprathreshold excitation and in most, although not all, ICc neurons there is also excitation evoked by frequencies that flank the high frequency side of the tuning curve, the low side, or both sides. The flanking excitation, however, is rendered subthreshold by sideband inhibition that is evoked by the same frequencies that evoke excitation. When inhibition is blocked by iontophoretic application of bicuculline and strychnine the excitation that flanks the tuning curve is freed from its inhibitory brake and evokes discharges, thereby causing the tuning curve to expand (LeBeau et al., 2001; Palombi and Caspary, 1996; Xie et al., 2005; Yang et al., 1992).

The sideband excitation that is normally suppressed by inhibition is seen in the various types of tuning curves among the ICc population in bats and other mammals. ICc cells that have V shaped tuning curves, as one example, often display a substantial expansion in their tuning curves when inhibition is blocked (LeBeau et al., 2001; Xie et al., 2005; Yang et al., 1992), as shown in Fig. 2B–D. Even more substantial changes occur in some cells that have tuning curves characterized by an island of excitation bounded by both upper and lower thresholds (Fig. 2E). When inhibition is blocked in many of these cells, the upper threshold feature is eliminated, the range of frequencies that evoke discharges expands and the tuning curves are transformed into a V shaped tuning curve. Finally, the most dramatic changes are seen in null tuned ICc cells that are unresponsive to tones, and thus have no evocable excitatory tuning curves. Blocking inhibition in those cells, however, converts an unresponsive cell into a one with V shaped tuning (Fig. 2F).

Fig. 2. Tuning curves from 6 ICc neurons before and while inhibition was blocked by bicuculline and strychnine. Source: Xie et al. (2005).
3. In vivo whole-cell recordings reveal the full extent of sideband inhibition in ICc cells

The tuning curve expansions seen with extracellular recordings only reveal the sideband inhibition that suppresses sideband excitation. The experiments that blocked inhibition could not reveal any pure sideband inhibition that may have extended beyond the tuning curve after inhibition was blocked because there would be no underlying excitation that would be unmasked by blocking inhibition, and thus the inhibition would be invisible with extracellular recordings.

In a more recent study of the IC in bats (Xie et al., 2007, 2008), the inhibition evoked by frequencies that flank excitatory tuning curves was directly visualized with in vivo whole-cell recordings. The bandwidths of discharge tuning while inhibition was blocked in the IC of Mexican free-tailed bats were compared to the bandwidths of synaptic tuning recorded from ICc neurons in the same species. To compare the bandwidths of discharge and synaptic tuning, the range of frequencies that evoked discharges at 50 dB SPL while inhibition was blocked in extracellular recordings was measured and those bandwidths were compared to the range of frequencies that evoked synaptic responses, EPSPs and/or IPSPs, recorded with patch electrodes at 50 dB SPL in other ICc neurons (Fig. 3). With extracellular recordings the average bandwidth that evoked discharges at 50 dB SPL was 7.1 ± 5.4 kHz while inhibition was blocked. In contrast, the average bandwidth of synaptic responses at 50 dB obtained with whole-cell recordings was 17.6 ± 6.6 kHz in cells with similar best frequencies. The synaptic tuning was, on average, 10.5 kHz wider, and more than double the average bandwidth, of the discharge-tuned regions measured while inhibition was blocked. Thus, the synaptic tuning in the majority of ICc cells is not accurately reflected in the expanded discharge tuning upon blocking inhibition since most ICc cells receive inhibitory innervation with a far broader spectral range than the excitatory innervation they receive.

4. Inhibition shapes response selectivities to complex signals in the ICc

Most ICc neurons express response selectivities for complex signals and those selectivities are largely shaped by inhibition (Andoni et al., 2007; Casseday et al., 2000; Davis et al., 2003; Faingold et al., 1993; Klug et al., 2002; Li and Kelly, 1992; Nataraj and Wenstrup, 2005; Xie et al., 2005). The profound influences of inhibition in the ICc are well illustrated by comparing the selectivities of neurons in the dorsal nucleus of the lateral lemniscus (DNLL) (Bauer et al., 2002) with ICc neurons (Klug et al., 2002) in Mexican free-tailed bats. Responses in both nuclei were evoked by a suite of ten communication and echolocation calls, where each call had a different and unique spectrotemporal structure (Fig. 4). Each signal was broadband, had multiple harmonics and each was presented at an intensity that was at least 20 dB above the neuron’s threshold at its best frequency. Selectivity was assessed by the number of calls that evoked discharges in each neuron.

DNLL neurons have no inhibitory sidebands and blocking inhibition causes no expansion of their tuning curves nor does it change their responsiveness to the suite of calls (Xie et al., 2005). They respond to any signal, regardless of signal complexity, so long as the signal has suprathreshold energy that encroaches upon its excitatory tuning curve. DNLL neurons are therefore unselective. Indeed, the responses of DNLL neurons can be explained entirely by the degree to which the spectral content of a signal sweeps through the neuron’s excitatory tuning curve. Consequently, convolving any signal with the cell’s excitatory tuned region yields a remarkably high degree of agreement between the responses predicted by the convolutions and the actual response evoked by those signals (Bauer et al., 2002). Since the tuning curves among DNLL neurons are relatively homogeneous, DNLL neurons with the same best frequency respond to a given signal in the same way, as shown for three isofrequency DNLL neurons in Fig. 4.

In marked contrast, most isofrequency ICc cells are selective, in that each cell responds to only some of the calls and fails to respond to others, although all of the calls have suprathreshold energy that encroaches upon each neuron’s excitatory tuning curve (Klug et al., 2002; Xie et al., 2005) (Fig. 4). ICc cells are not only selective, but their selectivities are diverse, in that the particular subset of calls that evoke discharges varies from neuron to neuron, even though the neurons are all tuned to the same frequency and all the signals have suprathreshold energy that stimulate their excitatory tuning curves.

The selectivities of ICc neurons are shaped by inhibition (Holmstrom et al., 2007; Klug et al., 2002; Portfors and Felix, 2005; Suta et al., 2003; Xie et al., 2005). Studies on Mexican free-tailed bats show that ICc neurons have response selectivities that are not only shaped by inhibition but also that these selectivities are maintained when the neurons are isolated from their normal circuitry. This is consistent with the idea that inhibition is a key factor in shaping the selectivities of ICc neurons. Therefore, the selectivities of ICc neurons are shaped by inhibition.
bats showed that when inhibition is blocked by the application of bicuculline and strychnine, selectivity for calls is reduced or completely eliminated, thereby allowing ICc cells to respond to most or all of the calls to which they were unresponsive when inhibition was intact (Klug et al., 2002; Xie et al., 2005). The profound impact of inhibition on the coding of communication calls is illustrated in Fig. 5, which shows the responses of 9 neurons to two different calls, SC4 and SC6, that have similar spectrotemporal features. In Fig. 5, each of the 9 neurons had a different best frequency that ranged from 19.4 to 36.3 kHz. The figure illustrates two significant features. The first is that due to the diversity of their response selectivities, only three of the 9 neurons responded to call SC4 and four different neurons responded to call SC6. Thus, each call recruits a different subpopulation of neurons among the ICc population. The second is that the selectivity is eliminated when inhibition is blocked, allowing all 9 neurons to respond to both calls.

5. The importance of sideband inhibition is revealed by spectrotemporal receptive fields

The marked changes in selectivity for calls when inhibition is blocked shows that inhibition shapes response selectivity but does not show exactly how inhibition operates to shape those selectivities. Presumably, the inhibitory features that shaped the selectivities were the structures of each neuron's sideband inhibition, which when eliminated allowed ICc neurons to respond in a manner as unselectively as DNLL neurons. Specifically, it must be the timing and magnitude of inhibition relative to excitation that underlies selectivity, but exactly how those features are expressed in each ICc cell and how they differ among ICc cells to create the diverse selectivities among isofrequency cells is unclear.

To obtain a more detailed picture of both the excitatory and inhibitory fields in ICc cells, a large number of complex signals called moving ripples were presented and spectrotemporal receptive fields (STRFs) were generated by a process analogous to spike-triggered averaging of the signals that preceded each spike (Andoni et al., 2007; Klein et al., 2000). The STRF derived from one ICc cell is shown in both 2-D and 3-D forms in Fig. 6. The idea is that each ripple stimulus contains a broad spectra, and thus whenever the neuron fires some frequencies will be present in a random fashion, thereby generating the green background color in the 2-D and the green baseline in the 3-D STRF in Fig. 6. However, frequencies that are always present prior to a discharge sum and thereby form the red region in the 2-D and the peak in the 3-D STRF. Frequencies that are rarely or never present prior to a discharge form the blue region in the 2-D and the valleys or nadirs in the 3-D STRF. The frequencies...
represented in the peak and red colors were significantly different from the background and are presumed to be excitatory whereas the frequencies in the nadirs and blue colors were also significantly different from background and are presumed to be inhibitory. 

Given these assumptions, the STRF provides a picture of relative magnitudes and temporal relationships of excitation and inhibition. To see whether the STRF could account for the cell’s selectivities for communication calls, the STRF was convolved with a suite of communication calls that yielded a predicted response for each call. The responses predicted by the convolutions were then compared to the responses that were actually evoked by the same calls. In some cells, the responses evoked by the calls were accurately predicted by the convolutions. An example is shown in Fig. 7. The convolutions not only accurately predicted the calls to which the neurons responded and the temporal discharge pattern evoked by each call, they also predicted the calls to which the neurons did not respond. In short, the STRF captured the essential features of the cell and provided a picture of the relative magnitudes and timings of the excitatory and inhibitory inputs to the cell, which in turn predicted how the cell would respond to any stimulus.

Fig. 5. Responses of nine IC neurons to two calls, SC4 and SC6, before and while inhibition were blocked. The BFs of the neurons are arranged from low to high, which corresponds to the tonotopic organization of the IC. Note that the calls had similar spectrotemporal features but evoked different responses among the “population.” Before inhibition was blocked, the selectivities of the neurons were different. Three neurons that responded to call SC4 did not respond to SC6, and the four neurons that responded to SC6 did not respond to SC4. Blocking inhibition eliminated selectivities and now all neurons responded to both signals.

Fig. 6. A spectrotemporal receptive field (STRF) recorded from an ICc neuron shown in both 2 dimensional (top panel) and 3 dimensional (bottom panel) views. See text for further explanation. The same STRF is also shown in Figs. 7 and 8.

6. STRFs explain FM directional selectivities

STRFs in some cells not only predict the responses to communication calls, they can also explain why those cells expressed selectivities for features of the complex signals to which they responded. One selective feature explained by STRFs is why some neurons respond selectively to frequency modulations that sweep in one direction and respond either poorly or not at all to FMs that sweep in the other direction (Andoni et al., 2007). FMs are important components of communication signals in most animals, including humans, and, as shown previously, are especially prominent in both the echolocation and social communication calls emitted by bats. In Mexican free-tailed bats, many of these signals are FM signals that have starting frequencies of 30–40 kHz and sweep downward about an octave in frequency at velocities ranging from 0 to 250 octaves/s. Consistent with these signal features, the ICc of bats are dominated by FM direction-selective neurons that favor the downward direction (Andoni et al., 2007; Casseday et al., 1997; Fuzessery and Hall, 1996; Razak and Fuzessery, 2006; Suga, 1965; Voytenko and Galazyuk, 2007) and express a range preferences for sweep velocities that correspond to the sweep velocities in the signals they emit (Andoni et al., 2007; Razak and Fuzessery, 2006). This correspondence shows that a substantial portion of the ICc population is tuned to respond to the features in their conspecific vocalizations. Directional selectivity for downward FM sweeps is strongly influenced by inhibition, since blocking inhibition greatly reduces the directional preferences (Andoni et al., 2007; Fuzessery and Hall, 1996). However, it is not inhibition per se that shapes directional selectivity but rather the important feature is the diagonal orientation, or tilts, of the excitatory and inhibitory fields relative to the spectral and temporal axes, i.e., the degree to which their receptive field is inseparable (Andoni et al., 2007; Depireux et al., 2001). Inseparable receptive fields have different temporal response properties at different frequencies. Preferences for FM sweep direction can be generated by orientation tilts in either the excitatory or inhibitory fields, but tilts in the inhibitory fields produce
greater directionality than would be produced by tilts only in the excitatory fields. This is illustrated by the tilts in the inhibitory field of the neuron in Fig. 6. Tilted inhibitory fields enhance directional preferences, or even create them, because signals sweeping in the non-preferred direction simultaneously evoke both excitation and inhibition, thereby suppressing responses to that FM direction, whereas signals sweeping in the preferred direction activate excitation and inhibition at different times, thereby allowing the cell to respond to the preferred FM direction (Fig. 8). Thus the structure of the inhibitory field biases many ICc neurons for downward FM direction-selectivity and thereby shapes their responsiveness to specific features present in their vocalizations.

7. Predictive STRFs were found in only a minority of ICc neurons

The STRFs of cells in which the convolutions accurately predicted responses and explained response selectivities present a comprehensive view of the quantitative features of excitation and inhibition in both frequency and time. The cells that yielded predictive STRFs must have linearly added the inhibitions and excitations evoked by the rippled stimuli. Since STRFs reflect the average signal generated by such linear additions, the average representation of the excitatory and inhibitory fields generated by ripple stimuli was appropriate for predicting responses to other complex stimuli, such as the communication calls.

Predictive STRFs, however, were only found in a minority of ICc cells; the STRFs in most cells (66%) provided poor predictions or were non-interpretable (Andoni et al., 2007). The predicted responses assumed a linear relationship between the stimulus and the spiking output of IC neurons, an assumption that may not be applicable to all cells. Those cells with poor predictions apparently had either static or dynamic non-linear response properties that were stronger than the linear response properties extracted by the STRFs generated by ripples. Stated differently, the output of these neurons might depend on the non-linear interaction between multiple places in frequency and time that would not be captured by convolving a signal with the STRFs inhibitory and excitatory regions, even if some response nonlinearities, such as halfwave rectification, were accounted for. Therefore, the “STRFs” computed for those cells could not predict the response to a new complex signal, such as a call, because the interactions of excitation and inhibition would scale differently for the call than the average derived from the ripples. It seems significant in this regard that Brimijoin and O’Neill, 2005 also found that predictions of FM directionality based on the discharge vigor and latencies evoked by a wide range of tone bursts was successful in only about 30% of the neurons they recorded in the IC of mustache bats. In short, while some cells in the IC seem to integrate inputs in a linear fashion such that the response to an FM sweep is simply the sum of the responses to the frequencies that compose the FM, the majority do not, and are markedly non-linear.

8. The limitations of extracellular recordings for evaluating inhibition

The problems with generating STRFs in non-linear cells also pertains to the more general problem of determining detailed features of inhibition with extracellular recordings. Inhibition cannot be directly measured with extracellular electrodes but rather...
has to be inferred from the suppressive effects of some stimulus manipulation on the discharges evoked by another stimulus. Furthermore, with extracellular recordings there is an uncertainty about whether the observed spike suppression was due to inhibition at the ICC or whether the suppression was inherited from the inhibition that occurred in a lower nucleus. Extracellular recordings used in combination with receptor blockers or with inactivation of a lower nucleus can localize the inhibition to the ICC, and thus overcome one of the limitations of extracellular recordings. However, quantitative features of inhibition cannot be directly observed and must be inferred from changes in driven activity when drugs are applied, as shown previously for tuning curve expansions.

The best way to determine how synaptic events interact to generate emergent properties is to directly measure the excitation and inhibition evoked by those signals. To circumvent the problems encountered with indirect estimations of inhibition from extracellular recordings, the synaptic events evoked by FM signals were directly visualized with intracellular recordings made with patch electrodes from the ICC of awake bats (Gittelman et al., 2009; Xie et al., 2008).

9. Directional features of ICC cells measured with in vivo whole-cell recordings

With patch recordings, as with extracellular recordings, the spike-counts evoked in most ICC cells exhibited a preference for one FM sweep direction over the other (Gittelman et al., 2009; Xie et al., 2007) (Fig. 9). With patch recordings however, both the inputs to the cells, expressed in the amplitudes of EPSPs or IPSPs, and their outputs, their spike-counts, are obtained. The selectivity differences of the inputs can be quantified by computing a PSP directional index (downward EPSP amplitude minus upward amplitude divided by the sum of the two amplitudes). Similarly, the selectivity differences of the outputs, discharges, are quantified by computing a discharge directional index based on spike-counts rather than PSP amplitudes. Thus the directional preferences of the inputs can be quantitatively compared to the directional preferences of the outputs.

In most ICC cells, the differences in the spike-counts evoked by the two FMs were substantially greater than the differences in the magnitudes of the PSPs evoked by the same signals (Gittelman et al., 2009). The discharge output of the cell in Fig. 9, for example, was perfectly selective for the preferred (downward) FM; it fired to every presentation of the preferred FM and never fired to the null (upward) FM, and thus had a discharge directional index of 1.0. In marked contrast, the EPSP amplitudes evoked by the two signals were similar, and the same cell had a PSP directional index of only 0.2. The disparity in the high spike selectivity compared to the low PSP selectivity is due to the non-linear influence of spike threshold, where the larger PSP evoked by the preferred FM in this cell was above threshold, and evoked a discharge on every presentation, whereas the PSP evoked by the null FM, while only slightly smaller, was a few mV below threshold and failed to evoke spikes. Although the cell in Fig. 9 is an extreme example, it illustrates the general finding that the inputs (PSPs) were less selective than the outputs (spikes). On average, the spike-DSI was more than twice as large as the PSP−DSI among the ICC population.

10. Excitatory and inhibitory conductances can be computed and manipulated

In a subset of cells, the underlying excitatory and inhibitory conductances evoked by preferred and null sweeping FMs were computed from FM responses recorded in current clamp mode, where responses evoked by each FM were recorded at a different level of membrane hyperpolarization (Gittelman et al., 2009). The conductances were then used in a model to compute predicted responses for the preferred and null FMs, as first described by Priebe and Ferster (2005). The data do not incorporate voltage gated channels and thus the computations only predict the PSP, either the EPSP or IPSP or both, that would be evoked by preferred or null FM. The close agreement between the predicted responses and those actually evoked by the preferred and null FM signals are illustrated by the cell in Fig. 10. The lower panels of

![Fig. 9](image-url) Intracellular responses evoked from an ICC cell to a downward (left response) and an upward sweeping FM signal. The neuron discharged to every presentation (10 spikes/10 stimuli) of the downward (preferred) FM but never fired (0 spikes/10 stimuli) to the null (upward) FM. Thus the directional selectivity of the spiking was perfect (1.0). In contrast, the EPSP evoked by the preferred FM was only slightly larger than the PSP evoked by the null FM and thus the directional selectivity index of the PSPs was small (0.2). Both FM signals were composed of the same frequencies and have the same sweep rates but differed only in the direction of the sweep.

![Fig. 10](image-url) Intracellular responses evoked by a downward and upward FM sweep (top panel). The excitatory and inhibitory conductances evoked by each FM is shown in the lower panel. The predicted PSPs that were computed from the conductances are shown in the middle panel. Notice that the predicted PSPs correspond closely to the sound evoked PSPs. The close correspondence is especially apparent for the sound evoked null PSP since no spikes were evoked by the upward (null) FM.
Fig. 10 show the excitatory conductances (red) and the inhibitory conductances (blue) that were used to compute the predicted responses.

The conductance waveforms evoked by the preferred and null FMs in Fig. 10 have three asymmetries. The first is the asymmetry in the magnitudes (area under the curve) of the excitatory conductances evoked by the two FM signals, where the excitatory conductance evoked by the preferred FM was more than twice as large as the excitatory conductance evoked by the null FM. The second is the asymmetry in the magnitudes of the inhibitory conductances evoked by the two FMs. The third is the asymmetries in the temporal features of the conductances, the latencies and shapes of the waveforms, where temporal features of the preferred excitatory and inhibitory conductances were different from the temporal features of the null excitatory and inhibitory conductances.

Which of the asymmetries is most important for shaping the difference in the preferred and null evoked responses? Since the conductances predict the responses evoked by FM signals, the magnitudes and/or temporal features of the excitatory and inhibitory conductances can be manipulated independently, and the manipulated conductance values can be inserted into the model to compute “new” predicted responses (Gittelman et al., 2009). By comparing the new (manipulated) predicted responses to the sound evoked responses, the relative impact of each conductance feature for shaping the sound evoked responses could be assessed.

11. Input magnitudes are more important than the timing

Differences in conductance magnitudes evoked by the preferred and null FMs made a larger contribution to the sound evoked PSP amplitudes than temporal differences. This was shown in swapping experiments, where the temporal envelopes (latency and shape) of the conductances were preserved but the magnitudes (area under the curve) of the preferred excitatory and inhibitory conductances were scaled (Fig. 11) (Gittelman et al., 2009). The scaling made the preferred excitatory conductance equal to the magnitude of the null excitatory conductance and the magnitude of the preferred inhibitory conductance equal to magnitude of the null inhibitory conductance. These “swapped” conductances had the preferred temporal envelopes, but the null magnitudes. Similarly, the null conductances were scaled to create a swapped conductance with null timings and the preferred magnitudes. Directional preferences in the PSPs computed from the control conductances were compared to the PSPs computed from the swapped conductances. The conductances with the null timing and preferred magnitude always generated a larger depolarization than the pair with the preferred timing and the null magnitude. Directionality follows the magnitude, indicating that magnitude asymmetries play a greater role in determining the directional preference than temporal asymmetries.

12. Excitatory inputs convey directionality and are shaped by inhibition in the ICC

In the cells from which conductances were derived, excitatory conductances evoked by the preferred FM were always larger than the excitatory conductances evoked by the null FMs, as shown in Fig. 12. This disparity shows that the information for directional preferences is already present in the excitatory inputs. Consequently, the EPSPs computed from the excitatory conductances of the preferred FMs were always larger than the EPSPs computed from the excitatory conductances of the null FM. It should be noted, however, that the excitatory drives imparted by both FMs were always suprathreshold; in the absence of inhibition, both signals would have evoked spikes every time they were received at the ear.

Inhibition sculpted the excitatory responses and thereby generated the final responses in which the discharge selectivity was greater than the selectivity of the PSPs. The general trend is that the inhibitory magnitudes evoked by each signal varied with the excitation such that FMs that generated larger excitatory conductances also generated larger inhibitory conductances, although there were a few exceptions to that general trend.

The way that inhibition shaped the final responses is illustrated by the two cells in Fig. 13. In one cell, inhibition scaled with excitation; the larger excitatory conductance generated by the preferred than the null FM also had a larger inhibitory conductance than the null. The preferred and null EPSPs computed with only the excitatory conductances are shown in the top panel. The preferred EPSP is larger than the null EPSP but both were suprathreshold, as in all cells. The effect on the EPSPs of adding inhibitions to the excitations is shown in the bottom panel. The larger inhibition evoked by the preferred FM reduced the EPSP generated by excitation, but since that EPSP was large to begin with, the reduced EPSP amplitude due to the addition of inhibition was still suprathreshold, and thus evoked discharges. The smaller inhibition evoked by the null FM caused a smaller reduction in EPSP amplitude than the preferred response. However, the null EPSP generated by excitation alone was small, and inhibition reduced the null EPSP amplitude to a level just below threshold. The net result is two EPSPs, one evoked by the preferred the other by the null FM, each with similar amplitudes that differed by only a few mVs. Although the EPSPs were marginal in enough, the preferred is above threshold while the null is just below threshold. Consequently the discharge probability that was evoked by the preferred FM was 1.4 spikes/ stimulus while the discharge probability evoked by the null FM was...
13. Summary and concluding thoughts

One of the main features of the mammalian inferior colliculus is that it is the first nucleus in which a wide variety of new response properties are first assembled. The richness and variety of response properties expressed by ICC cells are either shaped or created by the actions of inhibition. Inhibition is the sculptor in the ICC, carving out new response selectivities from a background of less selective excitatory inputs.

The influences of inhibition vary among ICC cells, where inhibition is massive and overwhelming in some ICC cells, e.g., cells with null tuning curves, whereas in others inhibition has more subtle, yet significant influences, e.g., in directionally selective ICC cells where inhibition suppresses null EPSPs to a level barely below threshold. Inhibition shares a wide variety of basic responses properties, which include first spike latencies (Covey et al., 1996; Park and Pollak, 1993a), temporal discharge patterns (Le Beau et al., 1996; Pollak and Park, 1993), rate-level functions and tuning curves (Faingold et al., 1991; Le Beau et al., 1996; LeBeau et al., 2001; Yang et al., 1992), as well a host of more complex properties. These include not only directional selectivities for FM sweeps (Andoni et al., 2007; Fuzessery and Hall, 1996), but duration tuning (Casseday et al., 1994, 2000), the various varieties of combination sensitivities that first emerge in the ICC (Nataraj and Wenstrup, 2005; Wenstrup and Leroy, 2001), and the binaural response properties of excitatory—inhibitory cells that code for sound location (Burger and Pollak, 2001; Faingold et al., 1993; Li and Kelly, 1992; Park and Pollak, 1993b).

14. Inhibition forms selectivities in some cells and sculpts it in others

The emergent properties in the ICC are often formed de novo in the ICC from the interactions of excitation and inhibition. The de novo formations are well illustrated by the formation of FM selectivities by the interactions of excitatory inputs with the tilted inhibitory surrounds of some ICC cells, as was shown in Fig. 8. It is also illustrated by the formation of duration tuning and the excitatory—inhibitory properties in a subset of binaural ICC cells. In all of those cells, blocking inhibition virtually eliminated the emergent property; when inhibition is blocked, duration tuned cells respond non-selectively to tone durations Casseday et al., 1994, directionally selective cells respond equally or almost equally well to upward and downward FMs (Andoni et al., 2007; Fuzessery and Hall, 1996), and some binaural cells excited by one ear and inhibited by the other are transformed into monaural cells whose discharges are uninfluenced by stimulation at the ipsilateral ear that previously had strongly or completely suppressed the contralaterally evoked discharges (Burger and Pollak, 2001; Park and Pollak, 1993b, 1994).

In other ICC cells, the formation of the emergent property is sculpted by inhibition but in more subtle ways. The patch recordings from ICC cells described previously show that inputs to some ICC neurons are themselves directional. This shows that the construction of FM directionality in some ICC cells is accomplished through a two-stage process that requires integrating input magnitudes, rather than de novo construction through the precise timing of excitation and inhibition. In the first stage some degree of
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The disparities between the selectivities of the inputs and those of the outputs has general implications for thinking about the ways by which selective discharge properties are created in the auditory system. Typically, the implicit assumption is that discharge strength scales linearly with PSP amplitude, and thus the degree of discharge selectivity reflects the selectivities of the underlying events, the PSPs that generated the discharges. Traditional thinking about FM directional, as just one example, assumes that a preferred FM that evokes a high firing probability also evokes a strong EPSP, generated by an excitation that precedes, and thus is unopposed by an IPSP. The assumption for a null FM that fails to evoke spikes is that it evokes the same degree of excitation evoked by the preferred FM, but the excitation is strongly suppressed by an inhibition that occurs either slightly before or coincidentally with the excitation. Hence the assumption is that a strong discharge probability evoked by the preferred FM is due to a comparably strong EPSP while the failure to respond to the null FM is due a small, subthreshold EPSP or an IPSP. Suppression of the null excitation to a lesser degree, either by a weaker inhibition or an inhibition whose timing is not optimal for the suppression of the EPSP, would account for null FMs that evoke some discharges, but with lower probabilities than the preferred. Selectivity, in these cells, is created entirely in the ICo from non-selective inputs and is due to differences only in the timing of excitation and inhibition as illustrated in Fig. 1A whereas in others timing is far less important because of the non-linear processing of FM sweeps. In those non-linear ICo cells, the magnitudes of the excitation and inhibition evoked by the preferred and null FMs are substantially different, where the preferred FM always evokes a larger excitation than the null, and the final sculpting of directional selectivity is the degree to which inhibition suppresses the preferred excitation relative to the null excitation (e.g., Fig. 13).

In some of the non-linear cells, downward and upward FMs evoke only marginally different PSP amplitudes but evoke perfect or strong discharge selectivity. In these cells, the substantial differences in discharge strengths are not an expression of comparable differences in the PSPs that evoked the discharges. Stated differently, the PSPs evoked by different signals can be similar in amplitudes but the similar PSPs evoke profoundly different spike-counts due to the amplification imparted by spike threshold (e.g., Figs. 9 and 10). Such differences between the inputs to and the outputs from cells also suggest that highly selective discharge properties can be created by only minor adjustments in the synaptic strengths evoked by one or both signals. If minor adjustments of the inputs can create selective discharge properties, then minor adjustments can also change a highly selective neuron into one whose discharge vigor is unselective, or one that is unresponsive to either signal. Minor adjustments can even cause a reversal such that the signal that previously was the preferred now becomes the null, and the signal that was the null becomes preferred. This not only suggests that selective discharge properties...
can be formed from minor adjustments in synaptic strengths, but it also suggests that plasticity of response features may be achieved with far less modifications in circuitry than previously supposed.
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Some thoughts about Jeff and his influence on my career

George D. Pollak

Jeff had a profound influence on both my thinking about the auditory system and the experiments that I conducted during the past 25 years. The original focus of my laboratory was to elucidate the adaptations in the ICc that enabled bats to interpret echoes and thereby substitute their sense of vision with audition and thereby “see the world through their ears”. My studies were first at devoted to recording single units from the ICc, but I also wanted to know what the structural underpinnings were of the responses that my students and I were recording from ICc neurons. In 1982 I started working with John Zook, who in turn introduced me to Jeff Winer. Both John and Jeff introduced me to the world of the comparative connectional anatomy and neuronal architecture of the auditory brainstem.

Jeff was especially influential and I can distill his influence on my thinking with two major insights that he gave me. The first is that the brainstem auditory system of bats is quintessentially mammalian, with the same cell types, synaptic morphology, neurochemistry and connections as in all the other mammals. The differences among the brainstem auditory systems of mammals were primarily one of emphasis and proportion rather than kind. The second insight was the enormity of the inhibitory inputs to the ICc. Indeed, Jeff showed me that the inhibitory projections to the ICc were at least as large, if not larger, than the excitatory projections. These insights profoundly influenced my thinking about the auditory system and my future research directions. I have come to view the processing of acoustic information in bats as a model for mammalian acoustic processing, where many features, both anatomical and physiological, are present in more pronounced forms than in less specialized mammals and inhibition as the dominant force in the ICc that shapes and sculpts highly selective response properties from relatively un differentiated excitatory inputs. These are themes of this review that I derived, in large part, from my association and collaboration with Jeff.
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